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#### Abstract

In the Multicut problem, the input consists of a graph and a set of pairs of terminal vertices that have to be disconnected by the removal of a set of edges with minimum total weight. The Partial Multicut problem generalizes Multicut by only requiring a given number of pairs of terminals to be disconnected by the removal of edges. It has been shown that Multicut remains APX-hard if the treewidth $t w(G)$ of its input graph $G$ is bounded, but that it is FPT w.r.t. $t w(G+H)$, where $H$ is the demand graph, whose vertices are the terminals and whose edges are the pairs of terminals. We prove that this also holds for Partial Multicut. Furthermore, it has been proved that Multicut also becomes polynomial-time solvable if $t w(G)$ is bounded and $H$ is complete (this is the Multiterminal Cut problem). We extend this result in two directions, by proving that Multicut remains polynomial-time solvable if $t w(G+\bar{H})$ is bounded, and that this remains true for Partial Multicut. Finally, we show that if we further generalize the problem to allow non-unitary profits for pairs of terminals, then the problem is weakly NP-hard and has an FPTAS if $t w(G+H)$ is bounded, and becomes APX-hard if $t w(G+\bar{H})$ is bounded.
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## 1. Introduction

Cut problems in graphs are known to have strong links with many other combinatorial problems [31], and are a relevant framework for modeling various real-life problems. In particular, many reliability network problems can be reduced to several kinds of cut problems: the failure of a node or a link of the telecommunication network corresponds to the removal of the associated vertex or edge in the graph that represents it.

In the classical Multicut problem (MC), we are given a connected (un)directed graph $G=(V, E)$ with $n=|V|$ vertices, a set $S \subseteq V^{2}$ of pairs of terminals, a weight function $w: E \rightarrow \mathbb{Z}^{+}$, and we ask for a set of edges $E^{*} \subseteq E$ of minimum weight $\sum_{e \in E^{*}} w(e)$ that disconnects all pairs of terminals, i.e., such that in $\left(V, E \backslash E^{*}\right)$ there remains no path from the first terminal (source) to the second one (sink) of each pair in $S$.

MC is known to be equivalent to the Vertex Cover problem in stars with unit weights [16], and hence it is APXhard even in trees. However, if $|S|$ is fixed, then MC is

[^0]tractable in bounded-treewidth graphs [2, 20], and in planar graphs $[4,14]$. In other recent articles, MC have been proved to be FPT w.r.t. the solution size [6, 26].

We also have to mention that MC with unit weights is APX-hard in unrestricted graphs, even if $|S|=3$ [13], and that a few interesting special cases have been proved to be tractable: paths (and more generally directed trees) [11], rings [5], and undirected graphs when $|S|=2$ [34]. In directed graphs, however, MC becomes APX-hard when $|S|=2$, even in acyclic graphs where the maximum degree is bounded and weights are unitary [3]. In [19], the parameter $t w(G+H)$, which is the treewidth of the graph $G+H$ (the notion of treewidth will be defined properly at the end of this section), is introduced, where $H=\left(V_{H}, E_{H}\right)$ is the support graph of $S$ (or demand graph), i.e. $V_{H}$ is the set of terminals of $G$, and any two vertices $u, v \in V_{H}$ are connected by an edge iff $(u, v) \in S$. The authors prove that MC can be expressed using monadic second order logic, and, as such, using Courcelle's theorem [12] in an extended and constructive version [1], MC can be shown to be FPT w.r.t. parameter $t w(G+H)$. In [28], an explicit dynamic programming algorithm is given, which also proves this result. Moreover, MC admits a 2-approximation algorithm in trees [16], a $O(1)$-approximation algorithm in planar graphs [32],
a $O(\log |S|)$-approximation algorithm in undirected graphs [15], and a $O(\sqrt{n})$-approximation algorithm in digraphs [21]. On the negative side, assuming the Unique Games Conjecture, MC has no $(2-\epsilon)$-approximation algorithm in trees for any $\epsilon>0$ (from [22] and the equivalence between MC in stars with weights 1 and the Vertex Cover problem), and no $O(1)$-approximation algorithm in general graphs [8].

In MC, we are interested in the minimum number of edges whose removal makes the network entirely collapse (no pair of terminals can communicate with each other). In this paper, we investigate partial and generalized versions of MC, which are at least as hard as MC. The motivation for considering this partial version comes from the fact that, in practice, we are not always interested in the minimum number of link or node failures that can make the entire network collapse, but in the minimum number of such failures that can make a given portion of the network collapse.

Formally, in the Partial Multicut problem (PMC), we are given an integer $P \geq 1$, and we are asking for the minimum weight of a set of edges that disconnects at least $P$ pairs of terminals. Hence, when $P=|S|$, PMC is exactly MC. In the Generalized Partial Multicut problem (GPMC), we additionally define a profit function $p: S \rightarrow \mathbb{Z}^{+}$, and a feasible solution must disconnect a set of terminal pairs of total profit at least $P$.

PMC has been studied in $[18,25]$, where $(8 / 3+\epsilon)$ and $O\left(\log ^{2} n \log \log n\right)$-approximation algorithms are given for trees and unrestricted graphs, respectively. The approximation ratio in trees has been improved to $2+\epsilon$ in [27], and the $O\left(\log ^{2} n \log \log n\right)$-approximation algorithm has been extended to GPMC in [24]. To the best of our knowledge, the only known tractable case for PMC is the one of rooted trees [18] (which immediately implies the tractability of PMC in graphs of maximum degree two), and GPMC has only been studied in [25] as the "prize-collecting multicut problem", and in [24]. As MC is also tractable in rooted trees (which are directed trees), and as PMC is hard whenever MC is, this means in particular that we are not aware of any special case where MC and PMC behave differently (with respect to their computational complexity).

We provide new results for $(\mathrm{G})(\mathrm{P}) \mathrm{MC}$ in particular in the case where the treewidth $t w(G)$ of the input graph $G$ is bounded, together with additional assumptions on either the demand graph $H$ or its complement $\bar{H}$. Table 1 provides a summary of state-of-the-art and new complexity results for MC and related problems depending on the treewidth of $G, H, \bar{H}, G+H$ and $G+\bar{H}$.

We end this section by defining properly the notion of treewidth. Given a graph $G=(V, E)$, a tree decomposition of $G$ is a pair $\left(\left\{X_{i} \mid i \in I\right\}, T\right)$ where $X_{i} \subseteq V, \forall i \in I$, is a bag of vertices of $G, T=(I, F)$ is a tree, and:
(1) $\bigcup_{i \in I} X_{i}=V$,
(2) For every edge $u v \in E$, there is an $i \in I$ such that $u, v \in X_{i}$,
(3) For all $i, j, l \in I$, if $j$ lies in the path between $i$ and $l$, then $X_{i} \cap X_{l} \subseteq X_{j}$.

The width of a given tree decomposition of a graph $G$ is equal to $\max _{i \in I}\left|X_{i}\right|-1$. The treewidth of a graph $G$, denoted by $t w(G)$, is the minimum width of a tree decomposition of $G$, taken over all tree decompositions of $G$. Note that trees (and hence chains and stars) have treewidth 1. Without loss of generality, we can also assume that the tree decomposition is nice [23], i.e.:

- $T$ is rooted at some node $r$,
- $T$ is binary and has $O(|V|)$ nodes,
- If a node $i$ has two children $j$ and $k$ then $X_{i}=X_{j}=X_{k}$ (join node)
- If a node $i$ has one child $j$, then either
(a) $\left|X_{i}\right|=\left|X_{j}\right|-1$ and $X_{i} \subset X_{j}$
(forget node)
(b) $\left|X_{i}\right|=\left|X_{j}\right|+1$ and $X_{j} \subset X_{i}$
(introduce node)
Such a nice tree decomposition of width $t w(G)$ can be computed in polynomial time when $t w(G)=O(1)$ [23].


## 2. $(\mathrm{G})(\mathrm{P}) \mathrm{MC}$ with $t w(G)=1$ when $G$ is directed

We begin by studying MC, PMC and GPMC when $G$ is directed and $t w(G)=1$, meaning that $G$ is a directed tree. Recall that, in this case, MC is tractable. Moreover, PMC is tractable in rooted trees. We shall show that, on the contrary, PMC (and hence GPMC with unit profits) is strongly NP-hard in directed stars, hence providing the first special case where MC and PMC do not have the same behavior with respect to their computational complexity.

First, we show that PMC in directed stars is polynomially equivalent to another partial covering problem, called the Partial Weighted Vertex Cover problem (PWVC), in bipartite graphs. In this problem, we are given a nodeweighted graph, and the goal is to compute the minimum weight of a set of vertices that covers at least a given number of edges. It is clearly NP-hard in general graphs (as optimally covering all edges is), and in [7] it was shown to remain NP-hard in bipartite graphs as well, even when all weights are 1. Let us show the following proposition:

Proposition 1. PMC in directed stars is equivalent to PWVC in bipartite graphs.

| Bounded Parameter(s) | $M C$ | $P M C$ | $G P M C$ |
| :---: | :---: | :---: | :---: |
| $t w(G), G$ undirected | APX-hard even in unweighted stars [16] |  |  |
| $t w(G), G$ directed | P if $t w(G)=1$ | Strongly NP-hard in directed stars (Sec. 2) |  |
| $t w(G)+t w(H)$ | APX-hard (Sec. 3.1) |  |  |
| $t w(G+H)$ | FPT $[19,28]$ | FPT (Sec. 3.3) | NP-hard \& FPTAS (Sec. 3.2 and 3.4) |
| $t w(G+\bar{H})$ | P (Sec. 4.1) |  | APX-hard (Sec. 4.2) |

Table 1: Summary of complexity results for MC in graphs of bounded treewidth.

Proof. Take any PMC instance in a directed star. We can assume without loss of generality that all sources have outdegree 1 and in-degree 0 , and that all sinks have out-degree 0 and in-degree 1. We associate an undirected bipartite graph to this directed star by taking as vertices the sources and sinks (the weight of each vertex being the weight of the arc incident to the corresponding source or sink), and by adding an edge between two vertices if the corresponding source and sink in the directed star belong to the same terminal pair. Then, in the PMC instance defined in a directed star, removing an arc is clearly equivalent, in the PWVC instance defined in a bipartite graph, to selecting the vertex (source or sink) this arc is incident to. Conversely, any PWVC instance in a bipartite graph can be polynomially reduced to a PMC instance in a directed star, using the same correspondence (edges become terminal pairs).

Together with [7], Proposition 1 immediately implies:
Corollary 1. PMC is $\boldsymbol{N P}$-hard in directed stars, even when all weights are 1.

The results in the rest of the paper are concerned with undirected graphs.

## 3. $(\mathrm{G})(\mathrm{P}) \mathrm{MC}$ with bounded $t w(G+H)$

We now study MC, PMC and GPMC when the parameter $t w(G+H)$ is bounded. We already know that MC is FPT w.r.t. $\operatorname{tw}(G+H)$ [19], and that it is APX-hard if only $t w(G)$ is bounded. First, in Section 3.1, we prove that MC remains APX-hard if both $t w(G)$ and $t w(H)$ are bounded. Second, in Section 3.2, we show that GPMC is weakly NP-hard even if $t w(G+H)$ is bounded. Third, in Section 3.3, we provide a pseudopolynomial-time algorithm for GPMC if $t w(G+H)$ is bounded. This algorithm is FPT w.r.t. $t w(G+H)$ when profits are unitary, thereby extending [19] to PMC. Fourth, in Section 3.4, we show how a simple rounding scheme can provide an FPTAS for GPMC when $t w(G+H)$ is bounded.


Figure 1: Example of instances $\mathcal{I}_{1}$ (left) and $\mathcal{I}_{2}$ (right).
3.1. $\boldsymbol{A} \boldsymbol{P} \boldsymbol{X}$-hardness of $M C$ with bounded $t w(G)$ and $t w(H)$

We now prove that MC with bounded $t w(G)$ remains APX-hard even if we additionally suppose that $t w(H)$ is bounded.

Proposition 2. $M C$ in trees of height 1 is equivalent to $M C$ in trees of height 2 with $H$ a set of vertex-disjoint edges.

Proof. Let $\mathcal{I}_{i}$ denote an instance of MC in a tree $T_{i}$ of height $i$, with demand graph $H_{i}$, for $i \in\{1,2\}$. First, let $\mathcal{I}_{1}$ be given with arbitrary $H_{1}$, and let $r$ be the central vertex of $T_{1}$. We can suppose w.l.o.g. that $r$ has no incident edge in $H_{1}$. We create an instance $\mathcal{I}_{2}$ by replacing each leaf $v$ of $T_{1}$ by a star with as many leaves as there are edges incident to $v$ in $H_{1}$. In $\mathcal{I}_{2}, v$ is no longer a terminal, and each created leaf is a terminal that is incident to a single edge of $H_{2}$. The graph $\mathrm{H}_{2}$ is thus a set of vertex-disjoint edges, implying that $t w\left(H_{2}\right)=1$, and hence that $t w\left(T_{2}\right)+t w\left(H_{2}\right)=2$. Figure 1 shows an example where the edges of $T_{i}$ are solid, while the edges of $H_{i}$ are dashed. Moreover, the vertices appearing both in $T_{1}$ and $T_{2}$ are the black ones, while the vertices appearing in $T_{2}$ only are the white ones. The equivalence directly comes from the fact that, from each solution to $\mathcal{I}_{2}$, we can always build an alternative solution that costs no more, and that contains only edges incident to $r$.

Note that the equivalence naturally extends to the weighted case. This proposition, together with the fact that MC with unit weights is APX-hard in stars (Theorem 3.1 of [16]), directly leads to the following result:

Theorem 1. MC with unit weights is $\boldsymbol{A} \boldsymbol{P} \boldsymbol{X}$-hard in trees of height 2 , even if $H$ is a set of vertex-disjoint edges.

### 3.2. Weak NP-hardness of GPMC with bounded $t w(G+H)$

There is a natural reduction from the Minimum KnapSACK problem (MinKP), which is weakly NP-hard (since it is equivalent to the classical Maximum Knapsack problem), to GPMC where $G=H$ is a star, and thus $\operatorname{tw}(G+$ $H)=1$. Given a MinKP instance, the associated GPMC instance consists of a central vertex with one leaf for each knapsack item. For each knapsack item, there is a terminal pair between the central vertex and a leaf, with corresponding profit and weight (on the edge). Hence the edges of $H$ are the edges of $G$. In a solution to GPMC, an isolated terminal translates into a selected item in a MinKP solution. Conversely, given a non-trivial instance of GPMC where $G=H$ is a star, we can build an equivalent instance of MinKP in the same fashion: there is an item for each leaf, whose weight (resp. profit) is the one of the edge of $G$ (resp. of $H$ ) incident to this leaf. This proves the following:

Theorem 2. MinKP is equivalent to GPMC if $G=H$ is a star.

Hence GPMC is weakly NP-hard when $t w(G+H)=1$.

### 3.3. An algorithm for GPMC with bounded $t w(G+H)$

We design a dynamic programming algorithm which is FPT w.r.t. $t w(G+H)$ for PMC and runs in pseudopolynomial time for GPMC.

Suppose that the graph $G+H$ has bounded treewidth $t w(G+H)$, and that a nice tree decomposition $\left(\left\{X_{i} \mid i \in\right.\right.$ $I\}, T)$ of $G+H$ of width $t w(G+H)$ is provided, such that the bag of each leaf of $T$ contains a single vertex of $G$ (given a nice tree decomposition where the bag of a leaf is of arbitrary cardinality, adding at most $t w(G+H)$ forget nodes is sufficient for each leaf). We add to the root $r$ of $T$ a gadget similar to the one for the leaves, that is to say a path in $T$, with $r$ at one end, composed only of forget nodes, and which other end is an empty bag. For each $i \in I, E_{i}=E \cap X_{i}^{2}$, i.e., $E_{i}$ denotes the set of edges of $G+H$ induced by $X_{i}$.

The output of the algorithm will be a partitioning of vertices into components, determined by a coloring of vertices. A coloring function on vertices is a function $c: V \rightarrow \mathcal{C}$, where $\mathcal{C} \subseteq \mathbb{Z}$ is a set of colors, such that two vertices with different colors are not in the same component. Two vertices with the same color are in the same component if and only if there exists a path in $G$ using only vertices with the same color. Hence two different components may be represented with the same color if they are not adjacent, i.e. if there exists no edge between any vertex of the first component and any vertex of the second component. Such
a graph coloring determines the components as well as the set of edges between them (i.e., the bicolored ones). In general, the number of components of a graph $G$ is thus not bounded by the number of colors $|\mathcal{C}|$.

The weight (resp. profit) associated with a given coloring function $c$ in a subtree $T_{i}$ rooted at an arbitrary node $i \in I$ is defined as the sum of the weights (resp. profits) over all edges $u v$ of $G$ (resp. $H$ ) such that (1) both $u$ and $v$ lie in a bag at a node of $T_{i},(2) u v \notin E_{i}$, and (3) $c(u) \neq c(v)$. At the root $r$, this definition corresponds to the total weight (resp. profit) associated with a coloring function $c$.

Given a partial coloring function $c_{i}$ on a bag $X_{i}$, we therefore define $f\left(i, c_{i}, p_{i}\right)$ to return the minimum weight in the subtree $T_{i}$ rooted at $i$ over all coloring functions $c$ which extend $c_{i}$ and yield a profit at least $p_{i}$ in $T_{i}$. If no such coloring exists, then $f\left(i, c_{i}, p_{i}\right)$ returns $+\infty$.

The function $f$ is defined recursively via four node cases.

If $i$ is a leaf. Then, by convention, $X_{i}=\{v\}$, and

$$
f\left(i, c_{i}, p_{i}\right)= \begin{cases}0 & \text { if } p_{i}=0 \\ +\infty & \text { otherwise }\end{cases}
$$

If $i$ is an introduce node. Let $j$ be the child of $i$ such that $X_{i}=X_{j} \cup\{v\}$. We then simply have

$$
f\left(i, c_{i}, p_{i}\right)=f\left(j, c_{j}, p_{i}\right)
$$

where $c_{j}$ is the restriction of $c_{i}$ to $X_{j}$.

If $i$ is a join node. Let $j$ and $h$ be the children of $i$, such that $X_{i}=X_{j}=X_{h}$. We then have

$$
f\left(i, c_{i}, p_{i}\right)=\min _{p_{i}=p_{j}+p_{h}}\left(f\left(j, c_{i}, p_{j}\right)+f\left(h, c_{i}, p_{h}\right)\right)
$$

If $i$ is a forget node. Let $j$ be the child of $i$ such that $X_{i}=$ $X_{j} \backslash\{v\}$. Then,

$$
\begin{gathered}
f\left(i, c_{i}, p_{i}\right)=\min _{a \in \mathcal{C}}\left(f\left(j, c_{j}, \max \left(0, p_{i}-\sum_{u v \in E_{j}, c_{i}(u) \neq a} p_{u v}\right)\right)+\right. \\
\left.\sum_{u v \in E_{j}, c_{i}(u) \neq a} w_{u v}\right)
\end{gathered}
$$

where $c_{j}$ is the coloring function that extends $c_{i}$ over $X_{j}$ and $c_{j}(v)=a$, and where $p_{u v}=0$ if $u v \notin S$.

At the root node $r$. Calling $f\left(r, c_{r}, P\right)$ returns the minimum cost of a partition of the vertices of $G$ which yields a profit at least $P$.

Proof of correctness. The algorithm relies on the fact that the tree decomposition has exactly one forget node per vertex of $G$. The algorithm provides a coloring of $G$, which determines a partition of $G$, and therefore the set of edges of $G$ and $H$ that are cut. The weight or profit of an edge $u v$ of $G+H$ is taken into account at the forget node where one of the two vertices is removed (both $u$ and $v$ belonging to its child). Such a node necessarily exists by property of the tree decomposition, and because the bag of $r$ is empty. Furthermore, such a node is necessarily unique, as the vertex removed cannot be introduced again at a later point in the tree decomposition.

Number of colors. The following lemmas help us establish better running times:

Lemma 3. Given a graph $G, \chi(G) \leq t w(G)+1$
where $\chi(G)$ is the chromatic number of $G$.
Proof. Given any graph $G$ and a nice tree decomposition for $G$ of minimum width $t w(G)$, rooted at $r$, we show how to define a coloring of $G$ using $t w(G)+1$ colors. Start at the root bag $X_{r}$, and give every vertex in $X_{r}$ a different color. We process the tree in a top-to-bottom fashion: once a color has been assigned to a vertex, the color of this vertex does not change. At a forget node, the new vertex is given a color that is not used in the parent bag (it may have been used earlier). The number of colors used in each bag is its cardinality, hence the total number of colors needed to color the whole graph is $t w(G)+1$. This coloring is proper since for every edge there exists a bag containing its two endpoints.

Lemma 4. $\operatorname{tw}(G)+1$ colors are sufficient to color any feasible solution of a GPMC instance in a graph $G$.

Proof. Suppose we have a feasible solution $E^{\prime} \subseteq E$ to such a GPMC instance. Let $G^{\prime}$ be the minor of $G$ obtained by contracting every edge in $E \backslash E^{\prime}$. Since $t w\left(G^{\prime}\right) \leq t w(G)$ (see [30]), we have $\chi\left(G^{\prime}\right) \leq t w(G)+1$ by Lemma 3. Thus, we can compute a proper coloring $c$ of $G^{\prime}$ with size at most $t w(G)+1$, and, in $G$, give each vertex the color of the vertex of $G^{\prime}$ it has been contracted into. This way, every edge in $E^{\prime}$ has endpoints with different colors, or $c$ would not be proper.

In the following analysis, we can thus suppose that the set of colors $\mathcal{C}$ has size bounded by $t w(G+H)+1$. Throughout, two vertices $u$ and $v$ which have been assigned the same color lie in the same component if and only if there exists a path in $G$ between $u$ and $v$ that only goes through vertices with the same color.

| Types of Nodes | Asymptotic Running Times |
| :---: | :---: |
| Leaf Node | $O(1)$ |
| Introduce Node | $O(1)$ |
| Join Node | $O(P)$ |
| Forget Node | $O\left(t w(G+H)^{2}\right)$ |
| Root Node | $O(1)$ |

Table 2: Running time for computing $f$ on each type of node.

Running time. The running time depending on the type of nodes is given in Table 2 . There were $O(n)$ nodes initially, but we added some forget nodes. However, after this transformation, there are exactly $n$ forget nodes, hence there are still $O(n)$ nodes in $T$. Moreover, there are $O\left((t w(G+H)+1)^{t w(G+H)+1}\right)$ possible colorings for each bag and $P$ possible profits, hence the overall running time of this dynamic programming algorithm is $O(n(t w(G+H)+$ 1) $\left.{ }^{t w(G+H)+1} P\left(P+t w(G+H)^{2}\right)\right)$.

Theorem 5. There is a pseudopolynomial-time algorithm that solves GPMC if $t w(G+H)$ is bounded.

Furthermore, PMC corresponds to the case where all profits are equal to 1 , and therefore $P \leq n^{2}$. This yields:

Theorem 6. PMC is FPT w.r.t. $t w(G+H)$.

### 3.4. An FPTAS for GPMC with bounded tw $(G+H)$

We present an FPTAS for GPMC in graphs with bounded $t w(G+H)$ based on an FPTAS by rounding for MinKP [29]. In the traditional FPTAS for the MAxImum KnapSACK problem [33], the sum of the objective coefficients provides a trivial upper bound on the optimal value, which can be readily used to determine an appropriate scaling factor. By contrast, there is no trivial lower bound for MinKP. One alternative consists in computing a lower bound using a separate algorithm (as hinted in [17]). We first show how an FPTAS can be obtained if these bounds can be guessed correctly.
$\overline{\text { Algorithm } 1 \text { A rounding FPTAS for GPMC with bounded }}$ $t w(G+H)$ and bounds
Let a precision $\epsilon>0$ and an instance of GPMC in a graph with $n$ vertices and bounded $t w(G+H)$ be given.
Also suppose that $0<L B \leq U B$ are given.

1. Let $K=\frac{\epsilon L B}{m}$ and, for each edge $u v$, set $\tilde{w}(u v)=$ $\left\lceil\frac{w(u v)}{K}\right\rceil$
2. Return the optimal solution $\tilde{E}$ found by an algorithm polynomial in $n$ and $\tilde{W}=(1+\epsilon) U B / K$ on the modified instance

Theorem 7. Given $L B \leq O P T \leq U B=g(n) L B$ as input, where $g$ is a polynomial, Algorithm 1 is an FPTAS for GPMC with bounded tw $(G+H)$.

Proof. First, we prove that Algorithm 1 achieves a $(1+\epsilon)$ ratio. For any edge $u v \in E$, we have

$$
K \tilde{w}(u v)<w(u v)+K
$$

and thus, for an optimal solution $E^{*}$,

$$
\begin{equation*}
K \tilde{w}\left(E^{*}\right)<w\left(E^{*}\right)+m K . \tag{1}
\end{equation*}
$$

Finally, we can prove:

$$
\begin{array}{rlr}
w(\tilde{E}) & \leq K \tilde{w}(\tilde{E}) & \text { by rounding up }, \\
& \leq K \tilde{w}\left(E^{*}\right) & \text { by optimality of } \tilde{E} \text { for } \tilde{w}, \\
& <w\left(E^{*}\right)+m K & \text { because of }(1), \\
& =O P T+\epsilon L B & \text { by definition of } K, \\
& \leq(1+\epsilon) O P T & \text { by definition of } L B .
\end{array}
$$

In establishing this result, we have not used the fact that we set $\tilde{W}=(\underset{\tilde{E}}{1}+\epsilon) U B / K$ in Algorithm 1. We have just proved that $K \tilde{w}(\tilde{E}) \leq(1+\epsilon) O P T$, and thus $\tilde{W}=(1+\epsilon) U B / K$ is a valid upper bound on $\tilde{w}(\tilde{E})$.

Second, we prove that the running time of Algorithm 1 is indeed polynomial in $n$ and $1 / \epsilon$. Step 1 is linear in the number of edges, hence in $O\left(n^{2}\right)$. Step 2 requires an algorithm polynomial in $n$ and $\tilde{W}$. One such algorithm can be obtained by defining a function $h\left(i, c_{i}, w_{i}\right)$ similar to $f\left(i, c_{i}, p_{i}\right)$ (see Section 3.3), where $h$ returns the maximum profit rather than the minimum weight (for $f$ ), and essentially exchanging the role of $P$ and $\tilde{W}$. By an analysis similar to the one used for $f$, the computation of $h\left(r, c_{r}, \tilde{W}\right)$ can be done in $O\left(n(t w(G+H)+1)^{t w(G+H)+1} \tilde{W}\left(\tilde{W}+t w(G+H)^{2}\right)\right)$ time. In the modified instance, we have

$$
\tilde{W}=\frac{(1+\epsilon) U B}{K}=\frac{n g(n)}{\epsilon}+n g(n)
$$

which is polynomial in $n$ and $1 / \epsilon$. Since, when $\operatorname{tw}(G+$ $H)=O(1)$, Step 2 runs in $O\left(n(\tilde{W})^{2}\right)$ time, this enables us to conclude that the whole running time is $O\left(n^{3} g^{2}(n) / \epsilon^{2}\right)$, which is polynomial in $n$ and $1 / \epsilon$.

Theorem 8. There exists an FPTAS for GPMC with bounded tw $(G+H)$.

Proof. Simply call the approximation algorithm given in [24, Theorem 13] for general graphs to compute a valid upper bound $U B$ with $g(n)=\log ^{2}(n) \log (\log (n))$.

Theorem 8 relies on an auxiliary algorithm to produce a valid upper bound $U B$. Complementary to this approach, we present a simple scaling scheme that allows to identify suitable $L B$ and $U B$ values in polynomial time by iteratively calling Algorithm 1. We first need a simple observation:

Lemma 9. If $L B \leq O P T$, then the output $S O L$ of Algorithm 1 has the following properties:

1. $S O L \leq(1+\epsilon) U B \Rightarrow S O L \leq(1+\epsilon) O P T$,
2. $S O L>(1+\epsilon) U B \Rightarrow O P T>U B$.

Proof. 1. Suppose $S O L \leq(1+\epsilon) U B$. If $U B \leq O P T$, this directly implies $S O L \leq(1+\epsilon) O P T$. Otherwise, $L B \leq O P T<U B$, in which case Theorem 7 applies, hence $S O L \leq(1+\epsilon) O P T$.
2. Suppose $S O L>(1+\epsilon) U B$. If we had $L B \leq O P T \leq$ $U B$, this would contradict Theorem 7. Hence $O P T>$ $U B$.

Lemma 9 allows us to write an algorithm which scales up $L B$ and $U B$ geometrically until they define an interval on OPT.

> | Algorithm 2 A scaling and rounding FPTAS for GPMC |
| :--- |
| with bounded $t w(G+H)$ |
| Let a scaling factor $\alpha>1$ be given. |
| 1. Let $L B=1$. |
| 2. Let $U B=\alpha L B$ |
| 3. Call Algorithm 1 with values $L B$ and $U B$. Let $S O L$ |
| denote the value of the solution $(+\infty$ if there is none $)$. |
| 4. If $S O L>(1+\epsilon) U B$, let $L B=U B$, and go to Step 2 . |
| 5. Return $S O L$. |

Lemma 10. At any point of Algorithm 2, $L B \leq O P T$.

Proof. At the first iteration, $L B=1$, hence the property holds. The value of $L B$ is only changed at step 4 , under the condition that $S O L>(1+\epsilon) U B$. From Lemma 9, this implies $O P T>U B$, hence in the next iteration we will have $O P T>L B$.

Theorem 11. Algorithm 2 is an FPTAS for GPMC with bounded tw $(G+H)$.

Proof. At step 4, as $L B \leq O P T$ holds by Lemma 10, Lemma 9 guarantees that either (1) $S O L$ is a $(1+\epsilon)$ approximation, and the algorithm stops, or (2) $O P T>U B$, and the algorithm iterates.

At iteration $i \geq 0$, we have $L B=\alpha^{i}$ and $U B=\alpha^{i+1}$, and thus $\tilde{W}=\frac{n \alpha}{\epsilon}+n \alpha$ for any iteration. The running time at each iteration is thus $O\left(n^{3} / \epsilon^{2}\right)$, since $\alpha$ is a constant. Since the algorithm stops at the first iteration $k$ for which $O P T \leq S O L \leq(1+\epsilon) \alpha^{k+1}$, this means that $\log _{\alpha}(O P T) \leq$ $\log _{\alpha}(1+\epsilon)+(k+1)$, which gives the stopping criterion $k \geq \log _{\alpha}(O P T)-\log _{\alpha}(1+\epsilon)-1$, hence the total running time is $O\left(n^{3} \log (O P T) / \epsilon^{2}\right)$, which is polynomial in $n$, the size of the binary encoding of $w$, and $1 / \epsilon$.

It is interesting to notice that the maximum value $\tilde{W}$ of an optimal solution considered in the modified problem with rounded weights in Algorithm 1 is fixed for all iterations of Algorithm 2. The modified weights of individual edges become increasingly smaller, and thus more edges can belong to an optimal solution of the modified problem. Indeed, in Algorithm 1 , any edge $u v$ with $\tilde{w}(u v) \geq \tilde{W}$ cannot be cut.

## 4. $(\mathrm{G})(\mathrm{P}) \mathrm{MC}$ with bounded $t w(G+\bar{H})$

In this section we introduce the parameter $\bar{H}$, which is simply defined as the complement of $H$. It turns out that a well-structured dense $H$ can help design efficient algorithms for MC, as a well-structured sparse $H$ does. Indeed, the case where $H$ is complete (and therefore $t w(\bar{H})=0$ ) is equivalent to the Multiterminal Cut problem, a well-studied special case of MC, which is polynomial-time solvable if $t w(G)$ only is bounded [13]. Furthermore, the problem becomes trivially linear-time solvable in trees [9, 10].

In Section 4.1, we show that PMC (and thus MC) is polynomial-time solvable in graphs with bounded $t w(G+$ $\bar{H})$. Note that the algorithm we design is not FPT w.r.t. $t w(G+\bar{H})$, and that, to the best of our knowledge, no result more general than the tractability of the Multiterminal CuT problem in graphs of bounded treewidth was known so far, even for MC.

We then show in Section 4.2 that the generalized version of this problem is not even solvable in pseudopolynomial time in this case, unlike the case where $t w(G+H)=O(1)$. More precisely, we prove that GPMC is APX-hard when
$G$ is a star and $H$ is complete, i.e., when $t w(G+\bar{H})=1$. This highlights the fact that $t w(G+\bar{H})$ is a parameter that does make the problem easier when bounded, and hence may seem similar to $t w(G+H)$ (which was introduced in [19]) in that regard, but actually behaves a bit differently.

### 4.1. A polynomial-time algorithm for PMC in graphs with bounded tw $(G+\bar{H})$

Suppose that the graph $G+\bar{H}$ has bounded treewidth $t w(G+\bar{H})$, and that a nice tree decomposition $\left(\left\{X_{i} \mid i \in\right.\right.$ $I\}, T)$ of $G+\bar{H}$ of width $t w(G+\bar{H})$ is provided. As in Section 3.3, we let $E_{i}=E \cap X_{i}^{2}$, and assume that a gadget is used to set up an empty bag at the root node of $T$, such that there is exactly one forget node in $T$ per vertex of $G$.

The profit of a solution to a PMC instance is the number of edges of $H$ having their two endpoints in different components (obtained after the removal of the edges in the solution), and can thus be computed as:

- $|S|$, i.e. the total number of edges of $H$,
- minus the number of edges of $H$ with both endpoints in the same component. This is itself accounted as the sum, over each component:
- of the number of edges of a complete graph over the vertices of $H$ in that component,
- minus the number of edges of $\bar{H}$ with both endpoints in that component.

Hence, we can compute the profit of a solution by knowing the number of vertices of $H$ in each of these components, and the number of edges of $\bar{H}$ with both endpoints in the same component. In particular, the parameters of the recursive function $\bar{f}$ we define must keep track of these quantities. Since we consider a tree decomposition of $G+\bar{H}$, for any pair of vertices of $H$ that are non adjacent in $H$, and hence adjacent in $\bar{H}$, there must exist a bag of this tree decomposition that contains both vertices. This implies that the number of edges of $\bar{H}$ with both endpoints in a given component can be updated any time a vertex of $H$ is "forgotten", while the number of vertices of $H$ in a given component can be computed only once the last vertex of this component has been "forgotten". The complete list of parameters of $\bar{f}$ is:

- a node $i$ of $T$,
- a coloring function $c_{i}$ defined as in Section 3.3.
- a counting function $n_{i}: \mathcal{C} \rightarrow\left\{0, \ldots,\left|V_{H}\right|\right\}$, which, for each color $a \in \mathcal{C}$, stores 0 if no vertex in $X_{i}$ has been assigned color $a$, and the number of vertices of $H$ (possibly 0) not in $X_{i}$ that lie in the subtree of $T$ rooted
at $i$ and belong to that component (colored by $a$ ) otherwise. Hence $n_{i}(a)$ counts the number of "forgotten" vertices of $H$ in the component colored by $a$ at node $i$, if there is at least one vertex of $H$ having color $a$ in $X_{i}$.
- $p_{i} \in\left\{-\left|E_{\bar{H}}\right|, \ldots,|S|-P\right\}$ keeps track of the uncut edges of $H$ in the subtree rooted at node $i$. More precisely, it is computed as the sum of:

1. Plus the number of edges of $H$ for which both endpoints belong to a same "forgotten" component, i.e. such that these components lie in the subtree rooted at $i$ and have no vertex in $X_{i}$.
2. Minus the number of edges of $\bar{H}$ for which at least one endpoint does not belong to $X_{i}$ (i.e., has been "forgotten"), both endpoints lie in the subtree rooted at node $i$ and have the same color, say $a$, and this color appears in $X_{i}$ as well as in each bag lying between $X_{i}$ and any bag containing the first of the two endpoints that has been forgotten (meaning that both endpoints are in the component of color $a$ having at least one vertex in $X_{i}$ ).

Note that, when there remains in $X_{i}$ only one vertex of $H$ belonging to a component, all the edges of $\bar{H}$ whose endpoints belong to that component have been taken into account. Hence, when the last vertex of this component is forgotten, it suffices to add the number of edges of a complete graph over the vertices of $H$ in that component in order to obtain exactly the number of edges of $H$ whose endpoints belong to that component.

The returned value of $\bar{f}\left(i, c_{i}, n_{i}, p_{i}\right)$ is defined as in Section 3.3.

If $i$ is a leaf. Then, by convention, $X_{i}=\{v\}$, and

$$
\bar{f}\left(i, c_{i}, n_{i}, p_{i}\right)= \begin{cases}0 & \text { if } n_{i}=0 \text { and } p_{i}=0 \\ +\infty & \text { otherwise }\end{cases}
$$

If $i$ is an introduce node. Let $j$ be the child of $i$ such that $X_{i}=X_{j} \cup\{v\}$. We then simply have

$$
\bar{f}\left(i, c_{i}, n_{i}, p_{i}\right)=\bar{f}\left(j, c_{j}, n_{i}, p_{i}\right)
$$

where $c_{j}$ is the restriction of $c_{i}$ to $X_{j}$.
If $i$ is a join node. Let $j$ and $h$ be the children of $i$, such that $X_{i}=X_{j}=X_{h}$. We then have

$$
\bar{f}\left(i, c_{i}, n_{i}, p_{i}\right)=\min _{\substack{p_{i}=p_{j}+p_{h}, n_{i}=n_{j}+n_{h}}}\left(\bar{f}\left(j, c_{i}, n_{j}, p_{j}\right)+\bar{f}\left(h, c_{i}, n_{h}, p_{h}\right)\right)
$$

where $n_{i}=n_{j}+n_{h}$ is an element-wise vector addition.

If $i$ is a forget node. Let $j$ be the child of $i$ such that $X_{i}=$ $X_{j} \backslash\{v\}$. Then,

$$
\begin{aligned}
\bar{f}\left(i, c_{i}, n_{i}, p_{i}\right)= & \min _{\left(c_{j}, n_{j}\right) \in \operatorname{comp}\left(c_{i}, n_{i}\right)}\left(\overline { f } \left(j, c_{j}, n_{j}, p_{i}\right.\right. \\
& - \begin{cases}\frac{n_{j}(a)\left(n_{j}(a)+1\right)}{2} & \text { if } c_{j}(v)=a, v \in H, \\
\frac{n_{j}(a)\left(n_{j}(a)-1\right)}{2} & \text { and } c_{i}(w) \neq a \forall w \in X_{i}, \\
0 & \text { and } c_{i}(v)=a, v \neq H,\end{cases} \\
& \left.+\left|\left\{u v \in \bar{H}, u \in X_{i}, c_{i}(u)=c_{j}(v)\right\}\right|\right) \\
& \left.+\sum_{u v \in E_{j}, c_{i}(u) \neq a} w_{u v}\right)
\end{aligned}
$$

where $c_{i}$ and $n_{i}$ are such that, for each $a \in \mathcal{C}, c_{i}(w) \neq$ $a \forall w \in X_{i} \Rightarrow n_{i}(a)=0$, and where $\operatorname{comp}\left(c_{i}, n_{i}\right)$ is the set of $\left(c_{j}, n_{j}\right)$ compatible with $\left(c_{i}, n_{i}\right)$. For all $c_{i} \in \mathcal{C}, n_{i} \in$ $\left\{0, \ldots,\left|V_{H}\right|\right\}^{|\mathcal{C}|},\left(c_{j}, n_{j}\right) \in \operatorname{comp}\left(c_{i}, n_{i}\right)$ if and only if

- $c_{j}$ is a coloring function that extends $c_{i}$ over $X_{j}$, such that $c_{j}(v) \in \mathcal{C} \backslash\left\{a \in \mathcal{C}, n_{i}(a)=0, \exists u \in X_{i}: c_{i}(u)=a\right\}$ if $v \in H$.
- for all $a \in \mathcal{C}$,

$$
n_{j}(a) \begin{cases}=n_{i}(a)-1 & \text { if } c_{j}(v)=a, n_{i}(a) \geq 1 \\ \in\left\{0, \ldots,\left|V_{H}\right|\right\} & \text { and } v \in H \\ \text { if } c_{j}(v)=a \text { and } \\ =n_{i}(a) & c_{i}(w) \neq a \forall w \in X_{i} \\ \text { otherwise }\end{cases}
$$

At the root node $r$. We have added to $r$ the same gadget as in Section 3.3. We call $\bar{f}$ with parameters $i=r, c_{i}=0, n_{i}=$ $0, p_{i}=|S|-P$.

Proof of correctness. This algorithm relies on the fact that we can keep track of the number of vertices of H in the components of $G$ associated with coloring $c$ by using $n_{i}$. When the last vertex of a component with color $a$ is "forgotten" at a forget node $i$, we know the number of vertices of $H$ in this component, and thus we know how many edges of $H$ would not be cut if $H$ was complete (this is the term $\frac{n_{j}(a)\left(n_{j}(a)+1\right)}{2}$ or $\left.\frac{n_{j}(a)\left(n_{j}(a)-1\right)}{2}\right)$. Since $H$ is in general not complete, we count the uncut edges of $\bar{H}$ as follows: each such edge is taken into account when its first endpoint $v$ of color $a$ is forgotten (this is the term $\left.\left|\left\{u v \in \bar{H}, u \in X_{i}, c_{i}(u)=a\right\}\right|\right)$. We know that, in this way, all uncut edges of $\bar{H}$ will be taken into account, as $T$ is a tree decomposition of $G+\bar{H}$, and hence, for each edge in $\bar{H}$, there is a bag in $T$ containing its two endpoints. Thus, we can retrieve the number of edges of $H$ which were not cut. The other parts of $\bar{f}$ are similar to those of $f$.

| Type of Nodes | Asymptotic Running Time |
| :---: | :---: |
| Leaf Node | $O(1)$ |
| Introduce Node | $O(1)$ |
| Join Node | $O\left(n^{t w(G+\bar{H})+3}\right)$ |
| Forget Node | $O\left(n t w(G+\bar{H})^{2}\right)$ |
| Root Node | $O(1)$ |

Table 3: Running time for computing $\bar{f}$ on each type of node.

Running time. The running time depending on the type of nodes is given in Table 3 . Since there are $O(n)$ nodes, $O\left((t w(G+H)+1)^{t w(G+H)+1}\right)$ possible colorings for each bag, $|S|-P+\left|E_{\bar{H}}\right|=O\left(n^{2}\right)$ possible profits, and $O\left(n^{t w(G+\bar{H})+1}\right)$ possible countings, the overall running time of the dynamic programming algorithm is $O\left(n^{2 t w(G+H)+7}\right)$.

Theorem 12. PMC can be solved in polynomial time if $t w(G+\bar{H})$ is bounded.

## 4.2. $\boldsymbol{A P X} \boldsymbol{X}$-hardness of GPMC in stars with complete $H$

We have proved in Section 4.1 that Partial MultiCUT is polynomial-time solvable in graphs with bounded $t w(G+\bar{H})$. We now prove that the generalized version of this problem, GPMC, is actually APX-hard in these graphs. This result may seem surprising considering the fact that the algorithm for PMC in graphs with bounded $t w(G+H)$ can be extended naturally to handle arbitrary profits in pseudopolynomial time, as shown in Section 3.3. However, the one given in Section 4.1 cannot be adapted to GPMC, as in this case the edges of $\bar{H}$ have no associated profit, and hence cannot be used to compute the total profit of the uncut edges of $H$.

Theorem 13. The Generalized Partial Multicut problem with unit weights is $\boldsymbol{A} \boldsymbol{P} \boldsymbol{X}$-hard if $G=(V, E)$ is a star and $H$ is complete.

Proof. We reduce MC with arbitrary $H_{M C}=\left(V_{M C}, E_{M C}\right)$ to GPMC with complete $H_{G P M C}=\left(V_{M C}, E_{G P M C}\right)$, i.e., $H_{G P M C}$ is the complete graph on $V_{M C}$, and in both problems $G=(V, E)$ is a star with unit weights. As in [16], we can suppose w.l.o.g. that the central vertex $r$ of $G$ is not a terminal in MC and thus not in GPMC, and that every leaf is a terminal, i.e., that $V_{M C}=V \backslash\{r\}$. We define the profits of pairs of terminals $(u, v) \in E_{G P M C}$ to be

$$
p_{u v}= \begin{cases}\left|E_{G P M C}\right| & \text { if }(u, v) \in E_{M C} \\ 1 & \text { otherwise }\end{cases}
$$

We set the target profit to be $P=\left|E_{M C}\right|\left|E_{G P M C}\right|$.

For any $w \geq 0$, we prove that there exists a solution of size $w$ to MC if and only if there exists a solution of size $w$ and profit at least $P$ for GPMC.
( $\Rightarrow$ direction) Suppose that a solution to an instance of MC is a set of edges $E^{*}$ of size $w$. Then, in the associated instance of GPMC, $E^{*}$ disconnects each pair of terminals that has a profit $\left|E_{G P M C}\right|$, therefore the profit retrieved is at least $\left|E_{M C}\right|\left|E_{G P M C}\right|$.
( $\Leftarrow$ direction) Suppose that a set of edges $E^{*}$ of size $w$ is a solution to an instance of GPMC, i.e., that it disconnects pairs of terminals in $H_{G P M C}$ with a total profit at least $P$. Suppose now that there exists a pair of terminals $(u, v) \in$ $E_{M C}$ that is not disconnected in $G$ by the removal of $E^{*}$. Then, even if every other pair of terminals in $E_{G P M C}$ is disconnected, the associated profit is
$\left(\left|E_{M C}\right|-1\right)\left|E_{G P M C}\right|+\left(\left|E_{G P M C}\right|-\left|E_{M C}\right|\right)=P-\left|E_{M C}\right|$,
which is a contradiction. Therefore, in any solution $E^{*}$ to this GPMC instance, all pairs of terminals in $E_{M C}$ must be disconnected. Since the set of edges $E^{*}$ has size $w$, it is a solution to the associated MC instance.

The encoding size of the additional input in GPMC is polynomial in the size of the MC instance, as at most $|V|^{2}$ profits of value $\left|E_{G P M C}\right| \leq|V|^{2}$ must be encoded, and the reduction itself can be performed in a time polynomial in the size of the MC instance. Since MC is APX-hard in stars with unit weights [16], the result follows.

Intuitively, the proof of Theorem 13 shows that we can emulate an arbitrary $H_{M C}$ for MC with a complete $H_{G P M C}$ in GPMC using hierarchical profits.

## 5. Conclusion and open problems

We summarize our main results, and highlight two open questions:

- We prove that PMC is strongly NP-hard in directed stars, while it is tractable in rooted trees, and while in addition MC is tractable in directed trees. This is the first such case we are aware of: are there other cases where MC and PMC behave differently, with respect to their computational complexity?
- We prove that MC remains APX-hard even if $t w(G)+$ $t w(H)=2$, while it was known to be FPT w.r.t. $t w(G+H)$.
- We prove that, like MC, PMC is FPT w.r.t. $t w(G+$ $H$ ), and that GPMC, which is weakly NP-hard when $t w(G+H)=O(1)$, admits both a pseudopolynomialtime algorithm and an FPTAS in this case.
- We prove that PMC (and hence MC) can be solved in polynomial time when $t w(G+\bar{H})=O(1)$, generalizing the tractability of MC when $t w(G)=O(1)$ and $t w(\bar{H})=0$. Can we also prove that $(\mathrm{P}) \mathrm{MC}$ is not FPT w.r.t. $t w(G+\bar{H})$ ?
- We finally prove that, on the contrary, GPMC remains APX-hard even if $t w(G+\bar{H})=1$ and all profits are polynomially bounded.
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