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Abstract—This paper studies the joint multiplexing, Resource-
Block and power allocation problem in underlay Device-to-Device
(D2D) communications. The interfering signals are assumed
fully asynchronous at the device receivers and at the Base
Station. Inter-Channel Interference (ICI) then generates major
impairment on the expected rate gain if Orthogonal Frequency
Division Multiplex (OFDM) multi-carrier modulation is used,
contrary to new multi-carrier modulations such as Filter Bank
Multi-Carrier (FBMC) or Fast Fourier Transform (FFT)-FBMC.
The proposed centralized algorithm provides a lower bound to
the maximum sum rate over D2D pairs, taking into account
ICI. It increases the sum data rate compared to a Frequency
Division Multiple Access (FDMA) technique and compared to
two other algorithms allowing multiplexing and applying power
control.

Index Terms: Multiplexing, resource allocation, Device-to-
Device, multi-carrier modulations.

I. INTRODUCTION

Fifth Generation (5G) networks will allow direct transmis-
sions between devices with minimum control requirements
from the Base Station (BS). High data rate increases can
be expected with Device-to-Device (D2D) communications if
efficient frequency reuse techniques are applied within the
cell [1]–[3]. In D2D underlay communications, D2D pairs
may reuse the same Resource Blocks (RB) as cellular users,
provided that the interference that they generate at the BS
remains under a given threshold.

Most studies on 5G networks have assumed fully synchro-
nized transmissions. However, this assumption is quite strong
since each D2D receiver is only perfectly synchronized with its
own transmitter, and propagation as well as multi-path delays
between interfering D2D transmitters and a specific D2D re-
ceiver may have a large distribution. Asynchronicity generates
Inter-Channel Interference (ICI), that may particularly degrade
data rates when the multi-carrier modulation, like Orthogonal
Frequency Division Multiplex (OFDM), is not well-localized
in the frequency domain. Many new multi-carrier modulations
have recently been studied for 5G and Beyond 5G networks.
Among them, Filter Bank Multi-Carrier (FBMC) and Fast
Fourier Transform (FFT)-FBMC are particularly well localized
in the frequency domain [4].

In this paper, we consider the sum rate maximization prob-
lem in asynchronous D2D communications, with a maximum
interference constraint per subcarrier at the BS. The D2D
network is thus underlaid in the cellular network. The system
model to take into account asynchronicity was determined in
our previous letter [5], where we also proposed a distributed

power allocation algorithm but we did not optimize RB
allocation. In this paper, on the contrary, we consider the whole
resource allocation problem and obtain a joint centralized
algorithm determining the best D2D multiplexing, RB and
power allocation. Most resource allocation algorithms for D2D
communications separate RB allocation from power allocation
and assume full synchronicity (see references in [6]). Joint RB
and power allocation has only been studied in the literature
with iterative processing: RB and power allocation steps are
separated, but they are iterated in order to achieve better
performance [7], [8]. The algorithm proposed in this paper
goes further, as it solves RB and power allocation altogether by
assuming that full frequency reuse is allowed, and letting the
outcome of power allocation decide of RB allocation. More-
over, this algorithm takes into account potential asynchronicity.

The paper is organized as follows: section II presents the
system model. The proposed joint multiplexing and resource
allocation algorithm is detailed in section III. It is then
compared with three reference algorithms in asynchronous
transmissions with OFDM, FBMC and FFT-FBMC in section
IV, and section V concludes the paper.

II. SYSTEM MODEL

We consider K D2D pairs and C cellular users operating
in the uplink of an isolated cell. All transmitters and receivers
are equipped with only one antenna. D2D pairs are underlaid
a in cellular multi-carrier network with N RB composed of
M adjacent subcarriers. L = M × N is the total number
of subcarriers. Cellular users are already allocated and may
interfere D2D receivers. The corresponding interference is
included in the interference plus noise term of receiver k and
subcarrier l, nl

k, which also contains thermal noise. Resource
allocation optimization only concerns D2D transmissions.

The system model takes into account the ICI generated by
asynchronous transmissions and is determined so that power
is allocated per RB, even though ICI is defined per subcarrier.
The complete system model for asynchronous D2D transmis-
sions with per RB power allocation has been determined in
[5]. In this paper, we build on this system model but do not
describe it in details due to lack of space.

The ICI weights are modelled as a vector V of size L that
spreads over v subcarriers, where V|l−l′| = 0 if |l − l′| > v. Its
spread and amplitude depend on the multi-carrier modulation.
For instance, we provide the values of V with LTE parameters,
when the multi-carrier symbol durations is T = 66.6µs, the
cyclic prefix (CP) duration is ∆ = 4.69µs and the timing



offset is uniformly distributed in [0;T +∆] for OFDM and
in [0;T ] for FBMC and FFT-FBMC. Only weights exceeding
10−3 are considered. The frequency spread v is equal to 9
with OFDM and 1 with FBMC if the PHYDYAS filter is used
[9], and with FFT-FBMC when the precoding FFT size is 64.
The v + 1 non-zero elements of vector V are equal to:

VOFDM =
[
6.89× 10−1, 9.47× 10−2, 2.37× 10−2,

1.05× 10−2, 5.9× 10−3, 3.8× 10−3, (1)

2.6× 10−3, 1.9× 10−3, 1.5× 10−3, 1.12× 10−3
]

VFBMC =
[
8.23× 10−1, 8.81× 10−2

]
(2)

VFFT-FBMC =
[
9.68× 10−1, 6.9× 10−3

]
(3)

The reference vector is VPS = [1] for Perfectly Synchronized
(PS) transmission, which represents a theoretical upper-bound
with CP ∆ = 0. In FFT-FBMC, the CP is also set to 0, since
in Single Input, Single Output (SISO) transmissions with a
64-point FFT, good performance is achieved even without any
CP (see Table III in [4]).

Including V and the per-RB power allocation constraint in
the system model, we obtain the following expression for the
data rate of D2D receiver k in RB r, with log(x) = log2(x):

Dr
k(p) =

∑
l∈Rr

αk log

(
1 +

F lk
rkP

r
k

nl
k + I lk

)
(4)

where:
• p is the vector of all transmitted D2D powers in all RB,

with P r
k = p(r+kN) the transmitted power of D2D user

k in RB r, assumed equal in all M subcarriers of RB r,
• F lk

rk is the direct channel gain between transmitter k and
its receiver in subcarrier l,

• F lk
rj represents the interference coefficient from transmit-

ter j active in RB r to receiver k in subcarrier l (with
k ̸= j), including the channel gain with squared modulus
of fading, shadowing and path loss, and ICI weights,

• I lk =
∑K−1

j=0
j ̸=k

∑
r∈Bj

F lk
rjP

r
j is the interference received

in subcarrier l by receiver k,
• Rr is the index set of the subcarriers in the RB r.

III. JOINT MULTIPLEXING AND RESOURCE ALLOCATION

In this section, we propose a centralized algorithm to
jointly allocates RB and power to D2D pairs. This algorithm
determines the power values of each D2D transmitter. Then
RB r is allocated to D2D pair k if P r

k > 0 at the end
of the resource allocation algorithm. The set of D2D pairs
that are multiplexed on RB r is the set of pairs k such that
P r
k > 0. Consequently, and contrary to most previous papers

on D2D resource allocation, a single joint algorithm obtains
D2D multiplexing, RB and power allocation.

The optimization problem aims at maximizing the sum rate
of D2D pairs, given that the cellular users are already allocated
and generate fixed interference at D2D receivers. Each D2D
transmitter has a sum power limit equal to Pmax, and the
interference per subcarrier at the BS must be less than I0.
Al

kr is the interference coefficient at the BS in subcarrier l
from transmitter k and RB r, that includes the channel gain
from D2D transmitter k in RB r to the BS in subcarrier l, and
ICI weights.

The optimization problem is the following:

max
p≥0

K−1∑
k=0

N−1∑
r=0

Dr
k(p)

s.t. M
N−1∑
r=0

P r
k ≤ Pmax ∀k ∈ {0, ...,K − 1}

s.t.
K−1∑
k=0

N−1∑
r=0

Al
krP

r
k ≤ I0 ∀l ∈ {0, ..., L− 1} (5)

We can notice that the only optimization variables are the
D2D transmit power values p. We indeed solve the joint
resource allocation by allowing any D2D pair to be active
in any RB. Then the power allocation is responsible of
determining the RB allocation. This strategy provides the best
RB allocation since it does not include any constraint on RB
allocation within the optimization problem, that would lead
to sub-optimal solutions. Moreover, we do not insert any per-
RB power constraint to let D2D transmissions be as effective
as possible. Since the final transmit power of D2D are low
because of the BS interference constraint, the final D2D power
per RB most likely still fits within a power mask.

Problem (5) is not convex because the objective function is
not concave. A series of approximation by convex optimization
problems [10] can be used in order to reach a lower bound to
problem (5). The objective function Dr

k(p) is written as:

Dr
k(p) = fr

k (p)− grk(p) (6)

where

fr
k (p) =

∑
l∈Rr

log

nl
k +

K−1∑
j=0
j ̸=k

N−1∑
r′=0

F lk
r′jP

r′

j + F lk
rkP

r
k

 (7)

and

grk(p) =
∑
l∈Rr

log

nl
k +

K−1∑
j=0
j ̸=k

N−1∑
r′=0

F lk
r′jP

r′

j

 (8)

fr
k and grk are concave in p but Dr

k is not. Consequently, the
first order Taylor approximation on grk can be used in order
to obtain a concave lower bound to Dr

k.
This approximation is included in an iterative algorithm

that starts from a feasible point of (5) and then updates p
at iteration t + 1 by solving a convex optimization problem
with the first Taylor approximation of grk around the feasible
point p obtained at iteration t.

Let pt be a feasible power vector obtained at iteration t.
Then at iteration t + 1, the first order Taylor approximation
of grk around pt such that P r

j,t = pt(r + jN) is defined as
follows:

ĝrk(p,pt) = grk(pt) +∇grk(p)
T
(p− pt) (9)

Where ∇grk(p) is the gradient of grk at vector p. Let us
define:

ark,t = grk(pt) (10)

and



brkr′0j0,t
=

1

log(2)

∑
l∈Rr

 F lk
r′0j0

nl
k +

∑K−1
j=0
j ̸=k

∑N−1
r′=0 F

lk
r′jP

r′
j,t

 (11)

Then eq. (9) can be written as:

ĝrk(p,pt) = ark,t +

K−1∑
j0=0
j0 ̸=k

N−1∑
r′0=0

brkr′0j0,t
(p− pt)

(12)

where the double sum on j0 and r′0 is due to the scalar
product between ∇grk(p) and vector (p− pt) in (9).

The first order Taylor approximation is an upper bound to
grk because grk is concave. Consequently, a lower bound to Dr

k

is given by:

D̂r
k,t(p,pt) = fr

k (p)− ĝrk,t(p,pt)

and D̂r
k,t(p,pt) is a concave function in p since it is the

sum of log and linear functions:

D̂r
k,t(p,pt) =

∑
l∈Rr

log

nl
k +

K−1∑
j=0
j ̸=k

N−1∑
r′=0

F lk
r′jP

r′

j + F lk
rkP

r
k


− ark,t −

K−1∑
j0=0
j0 ̸=k

N−1∑
r′0=0

brkr′0j0,t

(
P

r′0
j0

− P
r′0
j0,t

)

Finally, the optimization problem at iteration t+ 1 is:

max
p≥0

K−1∑
k=0

N−1∑
r=0

D̂r
k,t(p,pt)

s.t. M
N−1∑
r=0

P r
k ≤ Pmax ∀k ∈ {0, ...,K − 1}

s.t.
K−1∑
k=0

N−1∑
r=0

Al
krP

r
k ≤ I0 ∀l ∈ {0, ..., L− 1} (13)

This problem is convex in p and can be solved with standard
optimization tools such as CVX [11]. The global algorithm is
summarized in Algorithm 1.

Let Dsum,t(p,pt) =
∑K−1

k=0

∑N−1
r=0 D̂r

k,t(p,pt) be the ob-
jective function at iteration t and p∗

t the optimum power vector
solving problem (13). Since this problem was solved starting
from vector pt = p∗

t−1, the value of the objective function
at iteration t is necessarily larger than that at iteration t − 1,
Dsum,t(p,pt) ≥ Dsum,t−1(p,pt−1). The sequence of sum rate
values {Dsum,t(p,pt)}0≤t≤∞ is a monotonically increasing
sequence of feasible solutions that is upper-bounded by the
optimum of the initial problem (5). Consequently, it converges
to a feasible solution of (5). Its convergence is numerically
evaluated in section IV.

The computational complexity of solving problem (13) is
in O

(
(KN)1.5(K + L)2 ln(1/δ)

)
, where δ is the accuracy of

the solver, that uses interior-point methods [12]. For instance
with CVX, the accuracy is 1.49 × 10−8 and ln(1/δ) ≈ 18.
Computations of ark,t and brkr′0j0,t

require KL(K − 1)(2v +

1)(2+(K−1)(2v+1)) ≈ O
(
K3L

)
operations. Consequently,

the complexity of algorithm 1 is in:

CJA ≈ O
(
Tc,max

[
K3L+ (KN)1.5(K + L)2 ln(1/δ)

])
(14)

Algorithm 1 Joint resource allocation algorithm
1: Initialize t = 0 and determine a feasible point p0 of

problem (5)
2: Repeat
3: Compute ark,t with eq. (10)
4: Compute brkr′0j0,t

with eq. (11)
5: Solve problem (13) at pt to obtain p∗

t

6: Replace pt+1 = p∗
t

7: t = t+ 1
8: Until convergence: the sum rate does not change of more

than ϵ or the maximum number of iterations Tc,max is
reached.

9: return p∗
t+1. For all (k, n), if pt(r+kN) > 0, then D2D

pair k is allocated to RB r and its transmit power in all
subcarriers of RB r is pt(r + kN). Othervise, D2D pair
k is not allocated to RB r.

IV. SIMULATION RESULTS AND ANALYSIS

A. Simulation assumptions

Monte-Carlo simulations are conducted with the parameters
given in Table I. The bandwidth B is equal to 1.4 MHz,
corresponding in LTE to a FFT size of 128 and N = 6 RB.
The carrier frequency is fc = 2.6 GHz. We consider C = 6
cellular users and K = 6 D2D pairs. The D2D transmitters
locations follow a uniform distribution in the cell and their
receiver is uniformly located around the transmitter within 50
m.

TABLE I
SIMULATION PARAMETERS

Cell radius 500 m

Maximum distance in D2D pair 50 m

Pmax 21 dBm

Noise power spectral density −174 dBm/Hz

Path loss model to BS (d in km) 128.1 + 37.6 log10(d)

Path loss model to devices (d in km) 140 + 36.8 log10(d)

Shadowing standard deviation, BS 9 dB

Shadowing standard deviation, devices 4 dB

Fading from devices Indoor Channel-B model

Fading from cellular Pedestrian-B model

Resource allocation for cellular transmitters is performed
as follows: the same number of RB are allocated to each
cellular user randomly. If the whole bandwidth is not occupied,
then some cellular users get additional RB. Then power is
allocated so as to achieve a SINR of 10 dB per RB, where the
interference is supposed equal to I0 and the geometric mean of
the channel gain is considered in each RB. Resource allocation
is not optimized for cellular users since the objective is here to
optimize that of D2D pairs, taking into account an inevitable
interference coming from cellular users.



The proposed algorithm is compared with three algorithms:
first, an algorithm called Frequency Division Multiple Access
(FDMA) where D2D pairs cannot be multiplexed. RB are
allocated to D2D pairs similarly to the previously-described
procedure for cellular users. The transmit power per D2D is
then equal to the minimum between Pmax and the maximum
transmit power leading to an interference equal to I0.

The second algorithm, called Graph-Based Algorithm
(GBA), performs RB allocation on the whole band with graph-
coloring: D2D pairs k and j are forbidden to transmit in the
same RB if their distance is lower than a given threshold,
chosen equal to 125 m in the simulations. Then graph-
coloring is performed with a modified version of greedy
Degree SATURation (DSATUR) [13] algorithm, where at
each step, when a new edge is added in a color, instead of
choosing the first allowed color, the edge chooses the color
that has the smallest cardinal. Consequently, graph-coloring
eventually provides colors with almost the same cardinality,
thus generating lower intra-group interference levels. The total
number of RB is divided by the number of groups. Adjacent
RB form a set of RB allocated to one group of user. If the
number of RB N divided by the number of groups Sg is
not an integer, then to occupy the whole bandwidth, we use
the following method: Let s′ = N mod (Sg). The first s′

groups get
⌊

N
Sg

⌋
+1 RB, and the remaining Sg−s′ groups get⌊

N
Sg

⌋
RB. This RB allocation has a complexity in O

(
NK2

)
.

Finally, the high SINR power control algorithm from [5] is
used.

The third algorithm separates RB from power allocation and
was presented in [3]. RB are firstly allocated with the infinity
norm criterion to guarantee that all D2D pairs that are allocated
on a given RB could achieve the target SINR per subcarrier
of γ = 10 dB, if the BS interference constraint was not taken
into account. This provides a subset of D2D pairs that do
not highly interfere each others and that can be multiplexed.
Then, power is allocated under high SINR assumption. This
distributed algorithm is referred to as ’DA’.

B. Convergence study

Firstly, the convergence of the proposed algorithm is nu-
merically studied. With a convergence criterion ϵ = 1%,
in average, 7 iterations are required for Alg. 1 to converge,
whatever the multi-carrier modulation. This result does only
slightly depend on the value of I0.

C. Average data rate

Secondly, the average data rate is represented on Fig. 1 with
all algorithms for FBMC and OFDM, and on Fig. 2 with CA
and all multi-carrier modulations. Fig. 1 shows that the average
data rate per D2D pair is higher with CA than with all other
tested algorithms. CA provides a data rate increase of 8.5%
compared to DA, of 36% compared to GBA and of 292%
compared to FDMA. Moreover, Fig. 2 shows the average
data rate achieved with CA with four different multi-carrier
modulations, and with the theoretical Perfect Synchronization
case. The rate decreases is up to 11% with asynchronous
OFDM compared to PS. It is limited to 0.9% with FFT-FBMC
and to 1% with FBMC.

Fig. 3 represents the Cumulative Distribution Function
(CDF) of the data rate per D2D pair with FBMC and OFDM.
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Fig. 1. Average rate per D2D pair vs. I0, FBMC and OFDM

We can notice that CA is less fair than the other algorithms,
and that the difference in average data rate is due to some
D2D pairs that obtain very large data rates when CA is used.
It should be noted that we here only consider one Transmit
Time Interval (TTI). If the proposed algorithm was used in
conjunction with a scheduling algorithm over a large number
of TTI, fairness could be obtained by adding a fairness con-
straint in the optimization problem. For instance, proportional
fairness could be achieved by maximizing the weighted sum
rate, with D2D pairs’ weights inversely proportional to their
cumulative rate.

D. Average transmit power

Finally, the average transmit power per D2D transmitter
is depicted on Fig. 4, and the CDF of the transmit power
in two subcases is shown on Fig. 5. With CA, many D2D
transmitters are inactive, but some of them use large transmit
powers. This is consistent with the data rate results: CA
provides more RB to a subset of D2D pairs, that consequently
transmit with higher power values. Moreover, using multi-
carrier modulations with low ICI spread such as FFT-FBMC
and FBMC is not only efficient with respect to the achieved
data rate, but also with respect to the power budget, since
interference is then easier to manage and does not need to be
compensated by higher transmit powers.

V. CONCLUSIONS

This paper has proposed a joint multiplexing, RB and
power allocation algorithm for asynchronous D2D underlay
communications. It achieves higher D2D sum rates than three
different algorithms. Moreover, in asynchronous transmissions,
FFT-FBMC and FBMC are almost as efficient as if all signals
were received synchronously. These results emphasize the fact
that choosing multi-carrier modulations that are well-localized
in the frequency domain is an important feature for future
Beyond 5G systems, where the synchronization constraint may
be relaxed.
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