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ABSTRACT

This paper proposes a resource allocation and decoding strategy at the secondary system for underlay and interweave
multi-carrier cooperative cognitive radio. The objective is to maximise the sum rate of both primary and secondary sys-
tems, taking into account the interference threshold constraint and the fact that the primary receiver always considers
interference as noise. The decoding method at the secondary receivers is either Successive Interference Cancellation or
treating interference as noise, depending on their channel gains. The rationale for this strategy is the extension of the
Han–Kobayashi capacity-achieving strategy on the Gaussian interference channel to the studied cognitive scenario. The
proposed resource allocation algorithm is composed of a subcarrier allocation procedure to avoid intercell interference
between secondary cells and of an iterative power allocation algorithm that maximises the sum rate on the primary and
secondary cells, respectively. The proposed algorithm achieves high data rate improvements for the secondary systems
while maintaining a low degradation on the primary system’s rate. It also benefits from multi-user diversity and is robust
to the distance variations. Copyright © 2013 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The need for cognitive radio has emerged in the last decade
because new wireless systems are currently deployed, and
vacant spectrum is becoming scarce [1, 2]. The spectrum
utilisation is not efficient in most licensed systems, with
high variations depending on time, frequency and loca-
tion. Cognitive radio systems are defined as wireless com-
munication systems that intelligently utilize any available
side information of the other nodes with which they share
the spectrum [3]. The cognitive system is consequently
aware of its environment [4]. Three types of cognitive
radio systems exist: interweave, underlay and overlay cog-
nitive radio. Interweave and underlay systems are typically
deployed in a bandwidth, which is occupied by a licensed
system, called the primary system. The cognitive system is
then referred to as the secondary system. It can access to
the spectrum only if it does not degrade the primary sys-
tem’s rate: if no degradation is allowed, then the secondary
system only uses interweave and transmits in the subbands
that are currently left vacant by the primary system. If some
degradation on the primary system’s rate is allowed, then
the secondary system may transmit in the same subbands

but the interference that it generates to the primary system
should be below a given threshold. Finally, overlay cog-
nitive radio assumes that the secondary system knows the
primary system’s codebook, channel gains and its trans-
mitted messages. From the point-of-view of information
theory, it is an interference channel with asymmetric chan-
nel knowledge [5, 6]. Several encoding techniques have
been obtained for different cases [7], such as rate splitting,
dirty paper coding and partial relaying by the secondary
system [3].

The capacity of the secondary system with underlay
cognitive radio has been studied in [8–10] for Additive
White Gaussian Noise (AWGN) or fading channels with
one transmitter or for Gaussian multiple access channels
(MAC). The interference threshold at the primary receiver
is translated as a transmit power constraint at the secondary
transmitter or at the set of secondary transmitters for
MAC. For the single-secondary transmitter case, Gaussian
codebooks are optimal and the primary transmitter’s sig-
nal should be treated as noise at the secondary receiver.
The same result applies to the MAC case, considering a
sum transmit power constraint on all secondary transmit-
ters. These results however do not take into account the
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global capacity of the system. In this paper, we are inter-
ested in maximising the sum of the data rates of the pri-
mary system and of the secondary system. Adding this
objective of sum-rate maximisation complexifies the ini-
tial problem, which then becomes a Gaussian interference
channel (G-IFC) capacity determination problem, with
additional constraints. Our objective here is not to solve
it with information-theoretic tools but rather to propose a
good heuristic that is suitable for multi-carrier systems.

The studied scenario is the following: we consider
a multi-carrier interweave and underlay cognitive radio
system where a secondary system composed of one or
two transmitter-receiver links tries to access the primary
system’s band under an interference threshold limitation.
The primary system remains unaware of the secondary’s
presence and thus always treats interference as noise.
Each secondary receiver adapts its decoding strategy,
depending on whether its received interference is weak
or strong. If interference is weak, the secondary receiver
treats it as noise; whereas if it is strong, the secondary
receiver uses Successive Interference Cancellation (SIC),
first decoding the primary user’s message and then its
own. The rationale for determining which decoding strat-
egy should be used is the information-theoretic results
from Han and Kobayashi on the two-user G-IFC [11].
The Han–Kobayashi strategy involves splitting each link
information into two parts: the common information,
which will be decoded by both receivers, and the pri-
vate information, which is only decoded by the receiver
of interest. It is optimal in almost all cases [12, 13]. An
iterative power allocation and decoding strategy has been
proposed for the multi-carrier two-user G-IFC in [14], pro-
viding additional insight into the multi-carrier G-IFC with
respect to [15]. These results on the two-user G-IFC do
not directly extend to the studied cognitive case. In the
absence of known results on the achievable rate region
of the multi-carrier underlay cognitive system considering
also the primary rate, we will extend the G-IFC decod-
ing strategy to this specific case, taking into account its
characteristics.

When several secondary transmitter-receiver links are
present, they cooperate in order to transmit in different
subcarriers so that they do not interfere each other. The
proposed subcarrier allocation algorithm makes use of the
decoding regions and estimates the achievable data rate in
each subcarrier. Power allocation is then optimised depend-
ing on this strategy. It is shown that, by decomposing the
initial problem into a set of power allocation problems at
the primary and secondary systems, respectively, and by
using an iterative process where the power of each trans-
mitter is updated depending on the power values set at the
previous iteration, the local optimization problem at each
transmitter becomes convex. It can then be easily solved
by water-filling.

The algorithm presented in this paper is quite different
from the usual resource allocation heuristics proposed in
the literature, where interference is always treated as noise
[16–19] and where the data rate of the primary system

is not maximised but only protected by the interference
threshold.

The novelty of the paper lies in the establishment of
a link between information theory and resource alloca-
tion for cognitive radio. Most papers in resource allocation
consider interference as noise, whereas most information-
theoretical studies assume fixed power values. In this
paper, both issues are jointly considered, which provide
some additional gain. In details, the main contributions of
the paper are as follows:

� For the underlay and interweave cognitive radio
system, a heuristic is determined in order to pro-
pose a practical decoding strategy for the secondary
receivers. It is based on the study of the achievable
rate regions of the two-user G-IFC and on the require-
ments of the cognitive system in terms of channel
knowledge and interference threshold at the primary
receiver.

� A resource allocation algorithm composed of subcar-
rier allocation and power allocation is then proposed.
It is first derived with one secondary cell and then
with two secondary cells. In that case, subcarrier allo-
cation requires cooperation between the secondary
systems. Power allocation is iteratively performed
independently on each cell.

� Thorough numerical results are provided to assess the
performances of the proposed algorithm, with one
or two secondary cells and with varying locations
of the secondary base stations (BSs). They show the
relevance of this algorithm compared with several
standard algorithms.

The paper is organized as follows. Section 2 describes the
system model and provides a summary of the achievable
rate regions on the two-user interference channel. Section 3
details the proposed power allocation and decoding strat-
egy for underlay cognitive systems with one secondary
cell. Section 4 then extends this strategy to a different sce-
nario, with two cooperating secondary cells, where only
one secondary cell is active in each subcarrier, and the cells
cooperate for subcarrier allocation. Section 5 evaluates
the performances of the proposed algorithm and compares
them with several other methods, in the two considered
scenario. Finally, Section 6 concludes the paper.

2. SYSTEM MODEL AND
DECODING STRATEGIES

2.1. System model

We consider a multi-carrier cognitive network composed
of a primary cell and one or two secondary cells. The sec-
ondary cells use channel underlay and channel interweave:
they either transmit in subcarriers under a given interfer-
ence threshold for the primary system or transmit in the
subcarriers where the primary system is not active. We
study the uplink transmission in a given time slot. Only one
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Figure 1. Considered scenario with two secondary cells.

user is then active in each cell. Index 1 refers to the primary
system, and indexes 2 and 3 refer to the secondary sys-
tems. The primary system occupies a licensed bandwidth
B with L adjacent subcarriers in an Orthogonal Frequency
Division Multiplex system with perfect synchronisation.
The secondary BSs are located at distances dsecondary;2 and
dsecondary;3 from the primary BS, respectively, and try to
access the same bandwidth B . The secondary BS locations
are orthogonal to each other with respect to the primary
BS location (Figure 1). In the following, we will study
two scenarios. In the first one, only one secondary BS is
present (BS 2). In the second one, the two secondary cells
are cooperating for multiple access: in each subcarrier, only
the secondary user with the highest estimated achievable
data rate is allowed to transmit. Consequently, the two sec-
ondary cells do not interfere each other. This section first
details both scenarios.

2.1.1. System model with one secondary cell.

In each subcarrier k 2 f1; ::; Lg, if the power per
subcarrier is known, the channel is a two-user G-IFC
with additional constraints due to the cognitive scenario
(Figure 2):
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Figure 2. Two-user Gaussian interference channel on subcarrier
k 2 f1; ::;Lg.

Each transmitter has a maximum sum power constraint
on all its subcarriers, denoted by Pi ;max for user i . Thus,
the overall channel is not a series of parallel G-IFC,
because the sum power must be spread over all subcarriers.

Finally, the secondary user cannot transmit at a higher

power level than Ikth=
ˇ̌̌
hk12

ˇ̌̌2
, where Ikth is the maximum

interference level allowed on the primary user. We will
assume perfect channel state information (CSI) at the
primary and secondary transmitters and receivers on their
respective links. The secondary system also needs to
know the primary’s direct and interfering channel gains
and its modulation and coding scheme in order to
perform adaptive decoding and power allocation.
Channel and power knowledge can be implemented in
practice by exploiting channel reciprocity, or by partial
cooperation of the primary system, that would send its
direct channel gain and its modulation and coding scheme
to the secondary system.

2.1.2. System model with two cooperating

secondary cells.

In the second scenario, the secondary cells 2 and 3 are
cooperating for multiple access. On the basis of the esti-
mated data rate that can be achieved by each user 2 and 3 in
each subcarrier k 2 f1; ::; Lg, only the secondary user with
the highest QRki is allowed to transmit. The details of how
rates are estimated will be provided in Section 4.2. The
channel in each subcarrier is consequently still a two-user
G-IFC :
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The same notations as previously stand, with i 2 f2; 3g.
The maximum interference constraint becomes P k
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. On top of the CSI requirements of the first
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scenario that are still valid, we also assume that both sec-
ondary cells exchange their evaluated rates QRki in each
subcarrier. This can be performed if both BSs that are
connected by a backhaul or through a specific signalling
protocol between the secondary users if there is none.

2.2. Review of the achievable rate region
on the two-user Gaussian
interference channel

The proposed decoding strategy in the cognitive scenar-
ios is based on the rate regions that can be achieved using
Han–Kobayashi strategy, and that, in some cases, are sum-
capacity achieving for the two-user G-IFC. Consequently,
in this section, we review these strategies and the cor-
responding rates. To simplify notations, we consider the
two-user G-IFC (1) on subcarrier k and assume that the
powers are set to fixed values. On this channel, both links 1
and 2 are treated equally, and there is no cognitive interfer-
ence constraint. Several cases must be distinguished: weak,
strong and mixed interference.

2.2.1. Weak interference.

Interference is weak if
ˇ̌̌
hk12

ˇ̌̌2
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. The capacity region is not known for the gen-

eral weak interference case. It has however been shown in
[12, 13] that if interference is very weak, the sum capac-
ity is reached when treating interference as noise at both
receivers, that is, sending only private information. The
very weak interference condition is
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The individual data rates are then
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If interference is weak, but not very weak, this strategy is
no longer optimal [20, 21], and how to achieve the sum
capacity is still an open issue.

2.2.2. Strong interference.

The G-IFC is in strong interference conditions whenˇ̌̌
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capacity region is achieved by sending common informa-
tion only [11, 22].

Under very strong interference conditions

ˇ̌̌
hk
12

ˇ̌̌2
ˇ̌̌
hk
11

ˇ̌̌2 > 1C
ˇ̌̌
hk
11

ˇ̌̌2
n0

and

ˇ̌̌
hk
21

ˇ̌̌2
ˇ̌̌
hk
22

ˇ̌̌2 > 1 C

ˇ̌̌
hk
22

ˇ̌̌2
n0

, all interference can be

removed by using SIC at both receivers. The individual
capacities are consequently interference-free.

Under strong but not very strong conditions, the sum-
capacity is equal to the minimum of the two compound
MACs formed at each receiver:
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the sum-capacity is obtained by using SIC at receiver 2,
where sk1 is decoded first, considering sk2 as noise, and

then removed from the total signal, which allows sk2 to
be decoded interference-free. This operating point, also
chosen for MAC rates at receiver 1, corresponds to the
following individual capacities:
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It should be noted that this is not the only pair of rates lead-
ing to the sum capacity but the easiest one because it does
not require time-sharing at receiver 2.
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the sum-capacity is obtained by using SIC in the opposite
way, decoding sk2 prior to sk1 at receiver 1 and setting the
same rates at receiver 2. The operating point is deduced by
inverting indexes in Equation (6).
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2.2.3. Mixed interference.

The G-IFC is mixed when the interfering gain is higher
than the direct gain at one receiver, and the interfering gain
is lower than the direct gain at the other receiver. In that
case, it has been shown in [13] that the sum-capacity is
achieved by transmitting only common information for the
highly interfering link and only private information for the
other one.

If
ˇ̌̌
hk12

ˇ̌̌2
6
ˇ̌̌
hk11

ˇ̌̌2
and

ˇ̌̌
hk21

ˇ̌̌2
>
ˇ̌̌
hk22

ˇ̌̌2
, the sum capac-

ity is achieved if sk1 is common information, and sk2 is
private information. Consequently, receiver 2 decodes both
messages and receiver 1 only decodes sk1 .
The rate constraints are a compound of the MAC con-
straints at receiver 2, .C2/ � .C4/, and of the constraint
at receiver 1; .C1/, which is because receiver 1 considers
interference as noise:
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An operating point reaching the sum capacity is
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Similarly, if
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sum capacity is achieved if sk2 is common information, and

sk1 is private information. The data rates are obtained by
symmetry with respect to Equation (8).

2.3. Introduction of the cognitive
constraints in the two-user Gaussian
interference channel

In the studied cognitive scenario, the primary receiver
always considers interference as noise and thus cannot
adapt its decoding strategy. sk2 is consequently always pri-
vate information. The Han–Kobayashi strategies on the
two-user G-IFC achieve the sum-capacity by using private
information for sk2 in the following cases: when interfer-
ence is very weak (Equation (3)), and with mixed interfer-
ence; when interference is strong at receiver 2 but weak
at receiver 1. These two cases are however rare (around
7% of the cases with Rayleigh fadings for the two-user G-
IFC according to [14]) and restricting to them would lead
to very low data rates for the secondary system. Conse-
quently, we propose to adapt the decoding strategy in the
following way for the two-user cognitive system:

� When P k1 D 0, the secondary system uses chan-
nel interweave. It transmits in subcarrier k with no
primary interference threshold.

� When P k1 ¤ 0 and interference is weak at the

secondary receiver:
ˇ̌̌
hk21

ˇ̌̌2
6

ˇ̌̌
hk22
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, the sec-

ondary receiver treats it as noise. Its maximum
transmit power is limited by the primary interference
threshold.

� When P k1 ¤ 0 and interference is strong at the

secondary receiver:
ˇ̌̌
hk21

ˇ̌̌2
>
ˇ̌̌
hk22

ˇ̌̌2
, the secondary

receiver uses SIC, decoding first sk1 and then sk2 . Its
maximum transmit power is limited by the primary
interference threshold.

The proposed strategy is a heuristic and will not lead to a
maximisation of the sum rate in the general cases. How-
ever, the simulation results in Sections 4 and 5 show that
it can achieve a good trade-off in most situations, provid-
ing high-enough data rates for the secondary systems at the
expense of very low degradation of the primary system’s
rates.

3. POWER ALLOCATION AND
DECODING STRATEGY WITH ONE
SECONDARY CELL

3.1. Studied scenario and description of
the strategy

In this section, we propose a power allocation algorithm
that makes use of the decoding strategy proposed in
Section 2.3, for the scenario detailed in Section 2.1.1
and the system model given by Equation (1) with one
secondary cell.

Two optimization objectives are considered, at the
primary system and at the secondary system. First, the
objective is to maximise the sum rate in the primary cell.
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Then, the second objective is to maximise the sum rate in
the secondary cell, given that the interference generated by
the secondary transmitter on the primary receiver should
not exceed a threshold Ikth per subcarrier, except in the
subcarriers where the primary receiver is not active.

An iterative algorithm is used. At each iteration n,
the primary transmitter first performs power optimization
(based on the interference at the primary receiver in the
previous iteration, n � 1), and then, the secondary link
adapts its decoding strategy and performs power optimiza-
tion based on the interference received at n�1. A series of
optimization problems is consequently obtained. Each of
them will be shown to be convex in the next subsections.

3.2. Power allocation problem for the
primary user

At iteration n, the primary user must solve the following
power allocation problem:
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This optimization problem is convex and its solution is
given by
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where�1;n is a constant set in order to fulfil the sum power

constraint,
PL
kD1 P

k
1 D P1;max, and Œx�C Dmax fx; 0g.

As said in Section 2.1.1, the primary transmitter has
full channel knowledge; it also evaluates its received noise
plus interference at each iteration to obtain bk

1;.n�1/
. This

estimation is assumed perfect.

3.3. Decoding strategy for the
secondary user

Before setting the optimization problem, the achievable
rates depending on the cases are first determined.

� Channel interweave: when P k1 D 0, the secondary
receiver transmits with no interference threshold lim-
itation, and its rate is interference-free.

� Weak interference at the secondary receiver: When
interference is weak at the secondary receiver,

ˇ̌̌
hk21

ˇ̌̌2
6
ˇ̌̌
hk22

ˇ̌̌2
(and P k1 ¤ 0), it is treated as noise

at the secondary receiver. The data rate is then

Rk2 D
B

L
log2

0
B@1C

ˇ̌̌
hk22

ˇ̌̌2
P k2

n0C
ˇ̌̌
hk21

ˇ̌̌2
P k1

1
CA

� Strong interference at the secondary receiver: Whenˇ̌̌
hk21

ˇ̌̌2
>

ˇ̌̌
hk22

ˇ̌̌2
(and P k1 ¤ 0), the secondary

receiver decodes both messages. The rate constraints
are given by Equation (7). Then, because sk1 is
decoded first and time-sharing is not authorised, con-
straints .C2/ and .C4/ of Equation (7) can be merged
into a new constraint .C20/, leading to the following
set of constraints:

Rk1 6
B

L
log2

0
B@1C

ˇ̌̌
hk11

ˇ̌̌2
P k1

n0 C
ˇ̌̌
hk12

ˇ̌̌2
P k2

1
CA .C1/

Rk1 6
B

L
log2

0
B@1C

ˇ̌̌
hk21

ˇ̌̌2
P k1

n0 C
ˇ̌̌
hk22

ˇ̌̌2
P k2

1
CA .C20/

Rk2 6
B

L
log2

0
B@1C

ˇ̌̌
hk22

ˇ̌̌2
P k2

n0

1
CA .C3/

The primary system always treats interference as
noise. Consequently, the achieved data rate for the pri-
mary link is exactly given by .C1/. Constraint .C20/
is then only feasible if

ˇ̌̌
hk11

ˇ̌̌2
P k1

n0C
ˇ̌̌
hk12

ˇ̌̌2
P k2

6

ˇ̌̌
hk21

ˇ̌̌2
P k1

n0C
ˇ̌̌
hk22

ˇ̌̌2
P k2

(11)

Condition (11) can be equivalently written as

P k2

�ˇ̌̌
hk21

ˇ̌̌2 ˇ̌̌
hk12

ˇ̌̌2
�
ˇ̌̌
hk11

ˇ̌̌2 ˇ̌̌
hk22

ˇ̌̌2�

> n0
�ˇ̌̌
hk11

ˇ̌̌2
�
ˇ̌̌
hk21

ˇ̌̌2�
(12)

Under constraint (12), sk1 is decoded error-free

at the secondary receiver, and Rk2 D B=L log2�
1C

ˇ̌̌
hk22

ˇ̌̌2
P k2 =n0

�
can be achieved after removing

sk1 from the received signal.

3.4. Power allocation problem for the
secondary user

At iteration n, the power allocation problem for the sec-
ondary user depends on the transmission and decoding
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Table I. Optimization coefficients for problem (13).

Cases bk
2;.n�1/ˇ̌

hk
21

ˇ̌2 6 ˇ̌hk
22

ˇ̌2 jhk
22j

2

n0Cjhk
21j

2
Pk

1;.n�1/

and Pk
1;.n�1/ ¤ 0ˇ̌

hk
21

ˇ̌2
>
ˇ̌
hk

22

ˇ̌2 jhk
22j

2

n0

and Pk
1;.n�1/ ¤ 0

Pk
1;.n�1/ D 0 jhk

22j
2

n0

Cases ak
2ˇ̌

hk
21

ˇ̌2 > ˇ̌hk
22

ˇ̌2
and Pk

1;.n�1/ ¤ 0
ˇ̌
hk

21

ˇ̌2 ˇ̌
hk

12

ˇ̌2
�
ˇ̌
hk

11

ˇ̌2 ˇ̌
hk

22

ˇ̌2
all other cases 0

Cases ck
2ˇ̌

hk
21

ˇ̌2 > ˇ̌hk
22

ˇ̌2
n0

�ˇ̌
hk

11

ˇ̌2
�
ˇ̌
hk

21

ˇ̌2�
and Pk

1;.n�1/ ¤ 0
all other cases 0

strategy chosen on each subcarrier and can be simply
written as

maxfP2;ng
B

L

LX
kD1

log2
�
1C bk2;.n�1/P

k
2;n

�
(13)

s.t. ak2P
k
2 > ck2 8k 2 f1; : : : ; Lg

s.t.
ˇ̌̌
hk12

ˇ̌̌2
P k2 6 Ikth 8k 2 f1; : : : ; Lg if P k1;.n�1/ > 0

s.t. P k2 > 0 8k 2 f1; : : : ; Lg

s.t.
LX
kD1

P k2 6 P2;max

Where the first constraint corresponds to condition (12),
and the second one is the interference limitation constraint.
The values of bk

2;.n�1/
, ak2 and ck2 depend on the decoding

strategy and are given in Table I.
As said in Section 2.1.1, the secondary transmitter has

full channel knowledge on both primary and receiver

channels. The received interference is evaluated at each
iteration, and this process is assumed perfect.

The interference limitation threshold is set accord-
ing to the rate degradation that the primary user can
accept [23] with respect to its maximum rate Rk1;max D

B=L log2

�
1C

ˇ̌̌
hk11

ˇ̌̌2
P k1;n=n0

�
. The allowed degrada-

tion, �, is defined as

.1� �/Rk1;max D
B

L
log2

0
B@1C

ˇ̌̌
hk11

ˇ̌̌2
P k1;n

n0 C I
k
th

1
CA (14)

and Ikth is obtained by inverting Equation (14).
Problem (13) is convex in P2;n. An analytical solution
can be obtained with the Karush–Kuhn–Tucker conditions
[24]. The solution is given in Table II. Six cases can be
distinguished: in interweave (VW) case, the solution is
directly provided by waterfilling, whereas the additional
interference constraint limits the waterfilling solution in
the weak interference (Weak Int) case. When interference
is strong at the secondary receiver, four cases coexist: in
SIC 1 case, constraint (12) is not feasible, which means
that SIC cannot be performed because the primary rate
at the secondary receiver is too low. The secondary user
thus does not transmit in this subcarrier. In SIC 3 case,n
ak2 > 0I c

k
2 < 0

o
, condition (12) is always true, and the

solution is the same as in the weak interference case.
In SIC 2 case, because

n
ak2 < 0I c

k
2 < 0

o
, condition (12)

becomes P k2 6 ck2 =ak2 , which implies that the waterfilling
solution is upper bounded by the minimum between the
interference constraint and ck2 =a

k
2 . Finally, in SIC 4 case,n

ak2 > 0I c
k
2 > 0

o
, condition (12) is equivalent to P k2 >

ck2 =a
k
2 , so P k2 is lower-bounded by ck2 =a

k
2 and upper-

bounded by the interference constraint and is equal to the
waterfilling solution within these bounds. Of course this

Table II. Optimised values of Pk
2;n.

Conditions Pk
2;n

Pk
1;.n�1/ D 0, any value for ak

2 and ck
2 (IW)

�
1
�2;n
� 1

bk
2;.n�1/

�C
Pk

1;.n�1/ ¤ 0;
˚
ak

2 < 0I ck
2 > 0

�
(SIC 1) 0

Pk
1;.n�1/ ¤ 0;

˚
ak

2 D 0I ck
2 D 0

�
(Weak Int.) min

(�
1
�2;n
� 1

bk
2;.n�1/

�C
I

Ikth

jhk
12j

2

)

or
˚
ak

2 > 0I ck
2 < 0

�
(SIC 3)

Pk
1;.n�1/ ¤ 0;

˚
ak

2 < 0I ck
2 < 0

�
(SIC 2) min

(
ck

2
ak

2
I

�
1
�2;n
� 1

bk
2;.n�1/

�C
I

Ikth

jhk
12j

2

)

Pk
1;.n�1/ ¤ 0;

˚
ak

2 > 0I ck
2 > 0

�
(SIC 4)

if ck
2

ak
2
6 Ikth

jhk
12j

2 min

(
max

(�
1
�2;n
� 1

bk
2;.n�1/

�C
I

ck
2

ak
2

)
I

Ikth

jhk
12j

2

)

otherwise 0

aSIC, successive interference cancellation.
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only holds if ck2 =a
k
2 6 Ikth=

ˇ̌̌
hk12

ˇ̌̌2
, otherwise there is no

solution and P k2 is set to zero.
Each optimization problem on P1;n and P2;n is locally

convex and can be easily solved using a direct waterfilling
(for P1;n) or an adapted waterfilling (for P2;n). Although
we can not prove that the iterative algorithm on these two
variables converges to a stable state, simulations show that
both primary and secondary rates converge within 1% after
only two iterations. This is due to the low interference level
at the primary receiver and the use of SIC at the secondary
receiver when its interference level is high.

4. RESOURCE ALLOCATION AND
DECODING STRATEGY WITH TWO
SECONDARY CELLS AND
POSSIBLE EXTENSIONS

4.1. Studied scenario and assumptions

In this section, we study a more realistic case where two
secondary cells, denoted by cells 2 and 3, share the band-
width. The system model is given by Equation (2) and
detailed in Section 2.1.2

Both BS cooperate in order to maximise the data rate
achieved by their mobile terminals transmission. Coopera-
tion is performed initially, during the subcarrier allocation
procedure. Subcarrier allocation is performed separately
from power allocation. In the subcarrier allocation step, we
assume equal power allocation. This assumption is very
usual in multi-carrier resource allocation, because joint
optimizations are complex and do not really improve the
performances [25, 26]. A multiple access strategy is used:
only the user that achieves the highest estimated data rate
QRki in each subcarrier k is allowed to transmit. The sec-

ondary terminals are assumed to transmit synchronously,
and synchronously with the primary terminal. After sub-
carrier allocation is performed, each secondary system
independently optimises its decoding strategy and power
allocation, with the same method as the one presented in
Section 3 when only one secondary system was active.

4.2. Subcarrier allocation

On each subcarrier, the data rate that can be achieved
on links 2 and 3 assuming equal power allocation on all
subcarriers is evaluated. This data rate is obtained using
the decoding strategy, according to Table I, and taking
into account the power limitation due to the interference
threshold.

QRki D
B

L
log2

�
1C Qbki

QP ki

�

for i D f2; 3g, where Qbki is given by Table I, with index
2 replaced by index i , and with equal power allocation
on all subcarriers of the primary user. Qbki consequently
does not depend on the iteration n, and the interfering

power is fixed: QP k1 D P1;max=L. The power per sub-

carrier on each secondary link QP ki is given by Table II
(replacing all 2 by i D f2; 3g), where the waterfilling

solution

�
1
�i;n
� 1

bk
i;.n�1/

�C
is replaced by Pi ;max=li for

each i D f2; 3g. li is the estimated number of subcarriers
allocated to cell i , with l2 C l3 D L. Finally, the set of
subcarriers allocated to user i is

Si D
n
k 2 f1; : : : ; Lg j i D arg maxj2f2;3g QR

k
j

o
(15)

4.3. Power allocation and
decoding strategy

Once subcarriers have been allocated, the algorithm pro-
posed for the single-secondary cell case can be extended to
this scenario. The power allocation algorithm for the pri-
mary user is unchanged. Then, the decoding strategy and
power allocation are run for each secondary user indepen-
dently. The optimization problem for each secondary user
i D f2; 3g at iteration n becomes

maxfPi;ng
B

L

X
k2Si

log2
�
1C bki;.n�1/P

k
i;n

�
(16)

s.t. aki P
k
i > c

k
i 8k 2 Si

s.t.
ˇ̌̌
hk1i

ˇ̌̌2
P ki 6 I

k
th 8k 2 Si if P k1;.n�1/ > 0

s.t. P ki > 0 8k 2 Si
s.t.

X
k2Si

P ki 6 Pi ;max

where bk
i;.n�1/

, aki and cki are given by Table I with index
2 replaced by index i . Each optimization problem is solved
separately for each secondary cell. The optimised values
of P ki;n are given by Table II (again, replacing index 2 by

index i ) for k 2 Si and by P ki;n D 0 for k … Si .
Similarly to the single-secondary cell case, the proposed

iterative algorithm numerically converges to a stable state
with 1% after two iterations in average.

4.4. Extension to other scenarios

4.4.1. Uplink multi-user case.

The two scenarios previously studied assumed only one
user per cell. Extension to the multi-user case is straigth-
forward if all users and cells are cooperating for multiple
access. Let us suppose that we still have two secondary
cells indexed by 2 and 3 and that there are Ui users on
cell i D 2; 3 with m D 1; : : : ; U2 referring to the users
of cell 2 and m D U2 C 1; : : : ; U2 C U3 referring to the
users of cell 3. Then cooperative subcarrier allocation is
performed by selecting the following set of subcarriers for
user m 2 f1; : : : ; U2CU3g:
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Sm D
n
k 2 f1; : : : ; Lg j mD arg maxj2f1;:::;U2CU3g

QRkj

o

with QRkj the data rate evaluated with equal power
allocation and given in Section 4.2. Then power allocation
is performed independently for each user, by solving
problem (16), where index i is replaced by index
mD 1; : : : ; U2CU3.

4.4.2. Downlink multi-user case.

If we consider the downlink with one user per cell, the
problem is unchanged compared with the uplink single-
user case, except that the maximum power is that of the BS.
This implies that the maximum power per cell is higher and
that higher data rates will be achieved.

For the downlink multi-user case, subcarrier allocation
can be performed as in the uplink multi-user case, if BSs
are cooperating. Then the power optimization problem per
BS is written as Equation (16), with Si D f1; : : : ; Lg, and
all coefficients bk

i;.n�1/
; aki ; c

k
i and hk1i are relative to the

user allocated by BS i in subcarrier k. P ki is the transmit
power of BS i in subcarrier k. This problem can still be
solved by the proposed algorithm.

4.4.3. Overall interference condition.

The optimization problem (16) has considered an inter-
ference constraint per subcarrier. This assumption may
however not reflect some cognitive scenarios, where the
primary system should be protected by an overall inter-
ference condition on all subcarriers. The corresponding
optimization problem with two secondary cells in uplink
and with one user per cell is the same as Equation (16), but
the second condition is replaced by

X
k2 QSi

ˇ̌̌
hk1i

ˇ̌̌2
P ki 6 Ith, max

where QSi D
n
Si jP k1;n�1 ¤ 0

o
and Ith, max is the sum inter-

ference constraint. Solving this convex optimization prob-
lem with the Karush–Kuhn–Tucker conditions leads to the
solution in Table II (with index i instead of index 2) for k 2

Si and byP ki;n D 0 for k … Si , where

�
1

�2;n
� 1

bk
2;.n�1/

�C

is replaced by

2
4 1

�2;nC�2;n

ˇ̌̌
hk
1i

ˇ̌̌2 � 1

bk
2;.n�1/

3
5
C

on subcar-

riers k 2 QSi , and left unchanged if k 2 Si n QSi .
As there are now two Lagrange multipliers �2;n

and �2;n, the power values are more difficult to obtain,
and it is necessary to use ellipsoid or interior point
methods with a complexity in O.L3/ [27]. Some low-
complexity algorithms may be used to obtain a subopti-
mal solution [28]. Because of lack of space, this problem
cannot be solved in details in this paper and is left for
further study.

5. PERFORMANCE EVALUATION

5.1. Performance evaluation with one
secondary cell

We first evaluate the performances of the proposed
algorithm when one secondary cell (cell 2 on Figure 1)
is present. The performances of the proposed algorithm
for cognitive radio are assessed using Monte Carlo
simulations on the location of the primary and of the sec-
ondary mobile terminal, which both follow a uniform dis-
tribution in their cell. The complex channel gains hkij take
into account path loss, log-normal shadowing and Rayleigh
fading. We suppose here that all subcarriers are subject
to independent Rayleigh fadings. The path loss model is
COST 231 extension to Hata model at 800 MHz in dense
urban environment, LdB .d/D 125:08C35:22� log10.d/
[29], and shadowing’s standard deviation is 6 dB. Primary
and secondary cells both have omnidirectional antennas,
with the same radius d1 D d2 D 1 km. The maximum
power per transmitter is 21 dBm. The thermal noise has a
spectral density of �174 dBm/Hz. The number of subcar-
riers is L D 64, and B D 0:5 MHz. The allowed data rate
decrease because of interference on the primary system is
� D 0:1, which means that 90% of the interference-free
rate is guaranteed. The influence of the distance between
the primary and secondary BS, dsecondary;2 D dsecondary,
will be evaluated in the simulations.

In the following, we denote our algorithm by ‘AS’
(adaptive strategy). It is compared with three different
algorithms:

� First, the reference case when the secondary system
is always forbidden to transmit (denoted as ‘RP’ for
‘reference on primary’ ).

� Second, a classical power allocation scheme in cogni-
tive underlay/interweave system, where the secondary
system can transmit on the whole bandwidth, but it
considers the primary system’s interference as noise
in all subcarriers. This algorithm is denoted as ‘FB’
for ‘full band’.

� Third, an algorithm where the secondary system
can only transmit in the subcarriers with weak

interference (
ˇ̌̌
hk21

ˇ̌̌2
6

ˇ̌̌
hk22

ˇ̌̌2
), but it still sees

the primary system’s interference as noise in these
subcarriers. This algorithm is denoted ‘PB’ for
‘partial band’.

The rates represented in the section are normalised by
bandwidth B.

5.1.1. Comparison with exhaustive search.

First, the proposed strategy is compared with an exhaus-
tive search, which chooses the best solution among treating
interference as noise at the secondary receiver, performing
SIC at the secondary receiver (under condition (12)) or for-
bidding the secondary link to be active. In order to keep a
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reasonable complexity, we suppose here equal power allo-
cation on all L subcarriers and only optimise the decoding
strategy. Indeed, if power allocation is allowed, and even
in the simple case when interference is treated as noise, the
problem of maximising the sum rate considering both pri-
mary and secondary cells jointly is not convex and cannot
be directly solved. Adding the decoding strategy leads to a
nonconvex problem with mixed noninteger (the power) and
integer (the strategies) variables. This problem becomes
nontractable.

With equal power allocation, the power per carrier
of the secondary user is limited to P2;max=L for the
secondary user but may be lower because of the inter-
ference constraint. With the proposed algorithm, the
secondary power values OP k2 are given by Table II, in which

the waterfilling solution

�
1

�2;n
� 1

bk
2;.n�1/

�C
is always

replaced by P2;max=L, and the interweave case does not
take place because power is equally shared on the sub-
carriers of the primary transmitter. The secondary rate is

then equal to OR2 D
B
L

PL
kD1 log2

�
1C Obk2

OP k2

�
where

Obk2 is given by Table I, replacing all P k
1;.n�1/

values by
P1;max=L.

The exhaustive search chooses the strategy that max-
imises the sum rate. Because power is equally shared
on all subcarriers, it can be computed independently per
subcarrier.

The secondary rate obtained with AS is degraded
compared with the exhaustive search allocation. The
difference in percentage is provided in Table III, with AS
but also with FB and PB. We can see, however, that the
proposed method AS limits this rate loss to 6:16% and
that this loss decreases when the distance between the
primary and secondary cells increases. The rate losses are
far higher with PB and FB. We can also notice that the
sum rate loss compared with the exhaustive search solu-
tion is almost negligible (and thus not shown here) with
our proposed method.

Table III. Secondary rate loss (%) compared with the exhaus-
tive search strategy.

dsecondary (km) AS FB PB

0 6.16 14.06 24.69
0.1 5.54 16.41 26.21
0.2 5.34 17.18 26.55
0.3 4.87 16.00 24.77
0.4 4.21 15.37 22.88
0.5 3.66 13.91 20.44
0.6 3.06 13.17 18.66
0.7 2.80 11.01 15.91
0.8 2.47 9.04 13.27
0.9 2.20 6.63 10.30
1 1.97 4.8 8.09

bAS, adaptive strategy; FB, full band; PB, partial band.
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Figure 3. Sum rate and primary rate, one secondary cell.

5.1.2. Rates comparison.

The sum rate and the primary rate are shown on
Figure 3. The highest sum rate is achieved with the pro-
posed method AS. When the secondary system is active,
the sum rate increases with dsecondary. The sum rate gain
obtained with AS compared with RP is between 0:9 and
16:5%, and it increases with dsecondary. The data rate gain
is 3:0 � 4:1% and 0:7 � 2:4% compared with FB and PB,
respectively. It increases when dsecondary is between 0 and
0:7 km and decreases afterwards. One may expect that AS,
FB and PB will behave almost similarly at very high dis-
tances, when treating interference as noise would be opti-
mal in all the cases, except for the interweave ones.
FB and PB algorithms provide higher primary rates than
AS but lower sum rates. The decrease in primary rate
with AS is however not an issue, because a degradation
of up to 10% can be tolerated, according to the interfer-
ence limitation threshold. Figure 3 shows that the primary
rate decrease is in fact lower, around 7:3%, and it is almost
independent of the distance dsecondary.

Figure 4 shows that AS provides a strong improvement
of the secondary rates, especially when dsecondary is low.
The secondary rate increase with AS is at least 15:2% and
15:9%, compared with FB and PB, respectively. Treating
interference as noise on all subcarriers (with FB) or on
a subset of them (with PB) does not really change the
secondary user’s rate. This proves that FB is not efficient
on the subcarriers where the secondary receiver is under
strong interference, because treating interference as noise
then leads to almost negligible data rates.

5.1.3. Distribution of cases and of data rates.

In order to better understand the impact of the decoding
strategy on the rate results, we now evaluate the distri-
bution of cases, depending on dsecondary. Figure 5 shows
that SIC cases mainly happen when dsecondary is low or
medium, whereas a large majority of the cases corresponds
to weak interference when the secondary BS is far from the

Trans. Emerging Tel. Tech. (2013) © 2013 John Wiley & Sons, Ltd.
DOI: 10.1002/ett



M. Pischella and D. Le Ruyet

0 0.2 0.4 0.6 0.8 1
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

d
secondary

 (km)

S
ec

on
da

ry
 r

at
e 

(b
its

/s
/H

z)
AS
FB
PB

Figure 4. Secondary rate, one secondary cell.

Weak Int. SIC 1 SIC 2 SIC 3 SIC 4 IW
0

10

20

30

40

50

60

70

P
ro

ba
bi

lit
y 

of
 e

ac
h 

ca
se

 (
%

)

d
secondary

 = 1 km

d
secondary

 = 0.5 km

d
secondary

 = 0 km 

Figure 5. Probability of interference cases in cognitive scenario,
one secondary cell.

primary BS. Interweave cases are very rare, less than 2%.
The average primary rate per subcarrier is represented on
Figure 6. The primary rate decreases with dsecondary in SIC
cases but slightly increases with dsecondary when interfer-
ence is weak. It is interesting to notice that the primary rate
is not higher in weak interference cases than in SIC cases,
except of course when the secondary rate is inactive (SIC
1 and some subcases of SIC 4). These results show that
the proposed strategy efficiently adapts to the interference
cases.

5.2. Performance evaluation with two
secondary cells

In this section, we evaluate the performances of the pro-
posed algorithm with two cooperating secondary cells. The
simulation hypotheses are the same as in the previous
section, but an additional secondary cell is present (see
Figure 1 and the assumptions in Section 2.1.
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Figure 6. Primary rate per subcarrier, depending on the cases,
one secondary cell.

In order to make a fair comparison between the pro-
posed algorithm (AS) and the other ones, a specific sub-
carrier allocation procedure among the secondary cells
is used for algorithms FB and PB. Each subcarrier is
allocated to the secondary user that achieves the high-
est estimated data rate, assuming equal power alloca-
tion on all subcarriers at the primary and secondary
users. The estimated data rate is computed supposing
that the secondary system considers interference as noise:

QRki D
B
L

log2

�
1C

ˇ̌̌
hkii

ˇ̌̌2
QP ki =

�
n0C

ˇ̌̌
hki1

ˇ̌̌2
QP k1

��
for

i 2 f2; 3g). The values of QP ki for i 2 f1; 2; 3g are the same
as for AS algorithm (Section 4.2).

5.2.1. Performances when both secondary base

stations are at the same distance from the

primary base station.

In a first scenario, we suppose that both secondary
BSs are at the same distance from the primary BS,
dsecondary;i D dsecondary for i 2 f2; 3g. The influence of this
distance is then evaluated. As both secondary BSs should
have statistically the same behaviour (which is verified by
simulations), in the subcarrier allocation phase, the esti-
mated number of subcarriers per BS is set to li D L=2 for
i 2 f2; 3g.

The highest sum rate, represented on Figure 7, is still
obtained with the proposed method. The improvement is
higher than when only one secondary cell was active, com-
pared with RP (6.8–30.5%), and it increases with the dis-
tance. The data rate gain is 0–1.6% with FB and 3.3–4.8%
with PB and behaves similarly as in the single-secondary
cell case. Nevertheless, contrary to the single-secondary
cell case, FB is here more efficient than PB. This is due
to the multi-user diversity, which increases the probabil-
ity of assigning subcarriers in favourable weak interference
conditions to each secondary user.

Figure 8 aggregates the data rates on both secondary
cells. The average rate per secondary cell is statistically the
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Figure 7. Sum rate and primary rate, two secondary cells at the
same distance.
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Figure 8. Secondary rates, two secondary cells at the same
distance.

same on each cell, because they are at the same distance
from the primary BS. The secondary data rate increase
compared with FB and PB is very high when the distance
is low and tends to decrease when dsecondary increases.
However, it always remains higher than 11:5% and 12:0%,
respectively. Compared with the case with one secondary
cell, the data rate per secondary user is decreased of 10:2
to 19:0%, even though each user only gets half of the
subcarriers. Consequently, the decoding strategy becomes
more efficient thanks to multi-user diversity. One inter-
esting extension of these results would be to study if
these conclusions still apply to more than two secondary
systems.

Finally, the primary rate (shown on Figure 7) decreases
of around 8% compared with RP, which is a bit higher than
with one secondary cell but still lower than the degradation
of 10% tolerated by the system.

Figure 9 represents the distribution of cases. It shows
that subcarrier allocation slightly favours weak interfer-
ence cases.
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Figure 9. Probability of interference cases in cognitive scenario,
two secondary cells at the same distance.

Table IV. Percentage of subcarriers allocated to cell 3 depend-
ing on the algorithm.

dsecondary;3 (km) AS FB and PB

0 43.4 45.2
0.1 43.5 45.3
0.2 44.0 46.0
0.3 44.6 46.5
0.4 46.3 48.6
0.5 50.0 50.0
0.6 50.8 52.1
0.7 52.2 55.0
0.8 54.1 58.0
0.9 56.6 62.0
1 59.2 65.8

cAS, adaptive strategy; FB, full band; PB, partial band.

5.2.2. Influence of the secondary base

station distances.

In a second scenario, the influence of the relative dis-
tance between the secondary BS is studied. Here, we sup-
pose that dsecondary;2 D 0:5 km, and we modify the value
of dsecondary;3 from 0 to 1 km. To simplify, the estimated
number of subcarriers per BS is set to li D L=2 for
i 2 f2; 3g.

Table IV contains the percentage of subcarriers allo-
cated to cell 3 with the two different subcarrier allocation
algorithms. PB and FB favour cell 3 when dsecondary;3
increases, that is, when its BS receives less interference
from the primary user, leading to higher estimated data
rates because interference is then always treated as noise.
With our proposed algorithm, the increase is less marked,
because a user close to the primary BS may get the subcar-
rier, thanks to SIC. Finally, we can notice that the variance
is not high around the mean of 50%, which allows us to set
li D L=2 for i 2 f2; 3g with reasonable estimation error at
the subcarrier allocation step.

Figure 10 shows the influence of dsecondary;3 on the sum
and primary rates. The sum rate increase compared with
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Figure 10. Sum rate and primary rate, cell 3 at varying distance.
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Figure 11. Secondary rates, cell 3 at varying distance.

RP is between 11:0% and 22:3%. The secondary rates are
represented on Figure 11. AS provides the highest rates on
cells 2 and 3. The best improvements are achieved at low
dsecondary;3, which corresponds to higher interference situ-
ations, when adapting the decoding strategy is more useful.
Still, even when the distance is high and weak interference
cases prevail, our proposed method allows to increase the
rate on cell 3 of 33.3–11.6% and 34.7–12.2 % compared
with FB and PB, respectively. It is consequently robust to
the distance variations.

6. CONCLUSIONS

In this paper, an adaptive resource allocation and decod-
ing strategy in a cognitive radio system has been proposed.
This heuristic is based on the G-IFC sum-capacity achiev-
ing strategy and is here adjusted to the specific case of
underlay and interweave cognitive radio with the objec-
tive to maximise both primary and secondary rates. The
proposed algorithm allows the secondary systems to reach

reasonable data rates, at the expense of a low rate decrease
on the primary system. It is more effective than classical
algorithms, where interference is treated as noise at the
secondary receivers. Cooperation between the secondary
cells regarding subcarrier allocation allows to achieve low
degradation of each secondary user’s data rate compared to
the single-secondary cell case, even though each user only
gets half of the subcarriers. Finally, the proposed algorithm
adapts to the locations of the secondary cells, by selecting
the best decoding strategy adequately, and this still holds
if the secondary cells have different locations. Future work
will consist in determining more general algorithms with
any number of secondary systems, and evaluating their cost
in terms of required CSI.
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