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Abstract. Due to their success, social network platforms are consid-
ered today as a major communication mean. In order to increase user
engagement, they rely on recommender systems to personalize individual
experience by filtering messages according to user interest and/or neigh-
borhood. However some recent results exhibit that this personalization
of content might increase the echo chamber effect and create filter bub-
bles. These filter bubbles restrain the diversity of opinions regarding the
recommended content. In this paper, we first realize a thorough study of
communities on a large Twitter dataset to quantify how recommender
systems affect users’ behavior and create filter bubbles. Then we propose
the Community Aware Model (CAM) to counter the impact of different
recommender systems on information consumption. Our results show
that filter bubbles concern up to 10% of users and our model based on
similarities between communities enhance recommender systems.

Keywords: Twitter · Communities · Filter Bubble · Recommender System

1 Introduction

Social networking has become a major way to share and discover information on
the Internet. Users generally connect since they know each other in real life or
share a common interest. Since received content from the flow is related to peo-
ple with whom they are connected to, users may consequently find their opinions
constantly echoed back which creates an echo chamber [8], that may skew their
point of view. Moreover, it has been theorized that this phenomenon is reinforced
by recommender systems [18] massively used to enhance users’ engagement by
personalizing individual experience. Consequently, they tend to focus on highly
relevant messages mainly based on users’ neighborhood and/or interests. Re-
cently critics argued that such systems are impoverishing user opportunities to
be displayed to diversified information, so called the “filter bubble”.

The link between Recommender Systems (RS) and filter bubbles is not clearly
characterized in literature and we particularly target this issue in this paper. So
we first extract communities with a traditional community detection algorithm
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in a real Twitter dataset. This algorithm which relies mainly on topological
properties (so not topic-centric) will group people who are close and strongly
connected in the network, because they know each other, are geographically
close and/or share common interests. Then we perform analysis to detect filter
bubbles by measuring how often messages leave their community of origin and we
try to understand how RS focus on content originated from a reduced number of
communities. To achieve this we propose to characterize users by a community
profile based on their interactions with communities through messages prove-
nance. Then we show that recommendations provided by RS may differ from
users’ community profile and generate a filter bubble for some users. Therefore,
we advocate the fact that filter bubbles can be characterized by topology-based
communities, further works on opinion mining are out of the scope of this article.

Our second objective is to tackle this filter bubble effect for these users
through a re-ranking of their recommendations to be more respectful of their
community profile. Our proposal can be deployed on top of any RS without
modifying its implementation. We show that our solution significantly improve
the quality of recommendations by matching more closely users’ community pro-
file and by reducing the filter bubble effect at a limited computation cost.

In a nutshell, the main contributions of the paper are:

1. A community analysis to study how information is propagated through com-
munities to characterize echo chambers,

2. A measure and an analysis of the filter bubble effect from respectively a
community and a user’s point of view,

3. A novel re-ranking strategy that relies on users’ community profile and the
community network to reduce the filter bubble effect.

2 Related Work

Most popular social network platforms such as Facebook, Baidu, Twitter or Insta-
gram gather millions of users. To help them find relevant content, these platforms
largely rely on RS. Recently, some works have shown that these platforms have
to face two simultaneous effects that affect user points of view. First, the “echo
chamber” phenomenon means that some users tend to consume only information
from the same ideological alignment. This leads to biased opinions. The second
effect, due to the personalization of content from recommender systems, traps
users in a “filter bubble” as described by Eli Pariser [18].

Studies on “echo chambers” were initially conducted in social sciences to in-
vestigate how people tend to bind with similar people, creating communities and
having difficulties to access opposite view points. It has been partially described
and analyzed in [7, 16]. They conclude that people tend to choose news articles
from sources aligned with their political opinions. [3] also shows that people tend
to connect to each other on social platforms following an homophily behavior,
so to bind with similar people. A large study [5] focusing on filter bubbles and
echo chambers states that this phenomenon is not limited to the digital era since
social media users only mimic traditional offline reading habits. In short, echo
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# nodes 2,2M # edges 325.5M # tweets 3,002M
avg. path length 3.7 avg. out-deg. 57.8 max out-deg. 349K
diameter 15 avg. in-deg. 69.4 max in-deg. 185K

Table 1: Main features of the Twitter dataset

chambers is a natural phenomenon which has existed for a long time before Face-
book and the echo chamber on social networks is due to this real-life behavior,
homophily, which is only replicated on social platforms.

While it is commonly admitted that echo chambers exist, there is no in-
disputable evidence of the existence of “Filter Bubbles”. Indeed, it is unclear
whether recommender system algorithms amplify the echo chamber phenomenon
or not. Some studies have tried to quantify this phenomenon. [5] studied web-
browsing habits of 50,000 US-located people. To our knowledge, this is the largest
study on filter bubbles and echo chambers phenomena. They observed a coun-
terintuitive behavior: users with the highest ”ideological segregation” rely more
on recommender systems to find new information but also are more exposed to
opposite perspectives. Thus, people using recommendation systems (RS) are the
ones seeing more different points of view. Another study [17] related to movie
recommendations made by the GroupLens team has a similar conclusion. This
work on filter bubbles asserts that RS actually lower the chances of being trapped
into a filter bubble. Facebook also conducted a similar study [1] on their algorithm
which is used to filter the feed of users. They conclude that it only decreases by
1% the chances of seeing posts corresponding to opposing views.

Models aiming at bursting an echo chamber to create more ”peaceful” debates
on a specific topic, such as gun control or Obamacare, have been presented in [6].
In this work the authors propose to add edges between people having opposite
views in order to reduce controversy in the network. [12] proposes a model where
the user gives a specific point of view in order to see how recommendation change
based on this new perspective. A similar idea is developed in [8]. However, these
solutions are difficult to deploy in practice because they rely on the will of the
users to change their viewpoints. Our approach largely differs from existing work
since it is, to the best of our knowledge, the first approach to use communities
as a tool to observe echo chambers and filter bubbles effects, and to propose a re-
ranking strategy of the recommendation to reduce the filter bubble phenomenon.

3 Community Analysis

In order to estimate the importance of the filter bubbles and echo chambers’
phenomena induced by recommender systems’ usage, we first extract communi-
ties from the social graph with the traditional Louvain method. Then we try to
have a better understanding of the communities these algorithms produce and
we study the behavior of users regarding the community they belong to.
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3.1 Twitter dataset

We present here the main characteristics of our Twitter dataset introduced
in [anonymous]. It is based on a connected component extracted from the graph
made provided by Kwak et al. [14] which has been updated since 2017 thanks to
the Twitter API 3. We collected the incoming edges (followers), out-coming edges
(followees) and all the tweets published by the associated accounts. Observe that
due to the API limit we only retrieved the last 3,200 messages for each node.
Table 1 summarizes the main features of the dataset.

We can notice that, with more than 2 million users and 3 billion messages, we
have a mean number of 1,375 published tweets per user. We detect that around
12% of these tweets, so on average 150 tweets per user, correspond to a retweet
action. Our analysis also exhibits that 92% of the tweets are never retweeted. It
means that recommendations mainly focus on a small part of the messages. As
shown in [11] users tend to have more similar profiles with users within a 2-hop
distance in the graph (called homophily [13]). This homophily has an impact on
information propagation: people close to each other in the network tend to have
a higher number of retweets in common.

3.2 Communities’ detection

To characterize the echo chamber phenomenon and the information propaga-
tion between users, we identify and study communities in our dataset. Scal-
able community detection algorithms are proposed in literature, like Infomap,
Louvain and Label Propagation. Note that these methods only use the network
topology and not topics, user profiles or exchanged content to extract commu-
nities. Moreover they associate users to a single community. The Louvain al-
gorithm we have adopted is tailored for directed graphs [15, 4]. It consequently
suits to the Twitter network. It maximizes the modularity of clusters inside
the graph that will produce denser components (i.e., maximizing the number
of connection triplets). However note that we also performed similar work for
Infomap and got very similar results. To explain the filter bubble effect, we try
to understand the rationale for the formation of a community. We first label the
communities according to their main feature(s). Remember that a user belongs
to a single ”community” according to the considered community-detection algo-
rithms, and that these communities are built by considering only the topology
of the underlying social graph. We focus on the 105 more representative commu-
nities, i.e., those with more than 100 users identified by the Louvain method.
To determine the labels, we adopt the following three-step process:

1) Most followed users inside each community are selected (most central users),
2) We find most frequent terms occurring in the tweets of these users and we

check important features from their profiles like age, location, language, etc.,
3) Based on these two kinds of information we provide the most representative

tag for each entity.

3 https://dev.twitter.com/rest/public
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Some improvements may be considered like performing named-entity extrac-
tion rather than only relying on term frequencies, for instance. However it turned
out that our basic strategy provides good labeling since users who have strong
common interests, such as ”Sports” for instance, are highly connected and form
a community we effectively tagged as ”Sports”.

3.3 The community network

We exploit here the detected communities to enlighten the echo chamber effect.
The objective is to quantify how information spreads outside the community to
which it has been attached to. We first link a tweet to a community, then we
find out how many communities it reaches. This quantification could be seen
as a propagation measure inside the social network. This allows us to study the
presence of echo chambers at both users and communities level.

Community Membership of a Message. To track messages ”activity”
we need to identify the way to attach messages to a community. Two options can
mainly achieve this: a message belongs to the community from which it occurs
first or to the community in which it obtained most likes/retweet.

It appears that 90% of retweeted messages obtain a high popularity in the
community from which it comes from. The remaining 10% belong to small com-
munities and naturally become famous when they reach larger communities. In
the following we decide to identify the message community membership based on
the community where it was written initially in order to emphasize the influence
of small communities on bigger ones.

Correlation Between Popularity and Spread. Now we have commu-
nities and messages, we can measure the popularity of messages and how they
propagate throughout the community network.

Figure 1 shows the distribution of retweeted messages with respect to the
number of reached communities. We can see that 80% of retweeted messages
reach at most 2 communities, and among them, half remains internal to the
community they belong to. This distribution is characterized by a Power Law :
Cx−α (with C = 200, α = 2.2 and xmin > 1 for probabilities). As expected C is
really high stating that the probability that a tweet remains in a community is
high. According to α, this classical value (typically between 2 and 3) indicates
that communities have far connections between each other. This experiment
confirms the fact that most of the messages are rarely retweeted while few very
popular messages reach high numbers of communities. It underlines the existence
of an echo-chamber effect inside communities.

According to this analysis, we conclude that most of the tweets hardly ever
leave their community, especially if they are not popular.

4 Filtering Bubble

The objective is to analyze how recommender systems create or reinforce the echo
chamber phenomenon at community and user levels. We study the filter bubble
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effect with three different recommendation systems: GraphJet [19] proposed by
Twitter, Collaborative Filtering [2] (called CF ) and SimGraph [11]. To achieve
this, we consider recommendations produced for samples of 25 users randomly
extracted from each community obtained by Louvain.

4.1 Community-level approach

A global approach to quantify the filter bubble effect is to compute the pro-
portion of intra-community recommendations. When the proportion of users’
recommendations belongs to its own community is too high (intra-community
recommendations, opposite of the diversity), it implies that a filter bubble effect
could lead to the reinforcement (or apparition) of an echo chamber effect.

In Figure 2 we plot the ratio of intra-community recommendations regarding
the number of recommendations proposed per day (for each user). We find out
that GraphJet tends to propose less ”diverse” recommendations than CF with
on average 23% of intra-community recommendations. This could be explained
by the random walk-based algorithm behind GraphJet that would give more
opportunities to recommend messages in the neighborhood, which corroborates
conclusions of Figure 1. At the opposite CF computes similarities between users
from the whole graph independently from the topology and tends to provide
more diversified recommendations than other solutions, in terms of community
provenance. SimGraph results are between CF and GraphJet since it mixes both
topology and similarity (i.e., homophily).

We also notice that independently of the number of recommendations pro-
posed, the diversity is constant after 20 recommendations. Consequently, in the
following we fix the recommendation number to 20 per day. As expected, in
Figure 2 filter bubbles aren’t visible due to average values over every user.

To study the filter bubble at community scale, we display in Figure 3 the
ratio of intra-community recommendations per community along with their size
for the CF recommendation algorithm. Community labels come from Section 3.2.
Due to space limitations, we do not display Figures for the other algorithms but
they behave similarly. We observe that for all recommendation algorithms, there
is a logarithmic correlation between community size and intra-cluster recommen-
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dations. The rationale is that the bigger a community is, the higher the chances
are for its users to receive a recommendation from this community. However this
experiment reveals that a global approach isn’t sufficient to exhibit a particular
community being concerned by a filter bubble.

4.2 Local approach

Since we cannot detect filter bubbles with a global approach at community-
level, we attempt to see whether this phenomenon can be observed at user-level.
Therefore, we analyze communities’ diversity for which recommended tweets are
issued from. For this, we apply for each user the Gini coefficient [9] on the aggre-
gate number of received recommendations per community. The Gini coefficient
measures the ratio of inequalities within a set of values, i.e., its diversity.

Users with high Gini scores seem to be trapped into a filter bubble. It is due to
the RS which provides recommendations issued from few different communities.
However after analyzing their profiles, we observe that these users have in fact a
very specific usage of the platform (e.g., football player’s account only interact
with sports messages). Therefore the RS by recommending only sports messages
just follow the usage of the user maintaining the echo-chamber effect.

Consequently we believe that we must consider users’ profile in the platform
to determine if they are in a bubble or not. We thus consider the difference
between user’s interactions and RS recommendations. We propose to show this
effect by computing the difference between the Gini coefficient of users’ profile
(list of effectively ”liked” communities) and the one from the recommender sys-
tem (list of ”recommended” communities). Results are plotted in Figure 4. High
values mean that the recommendations are too diversified compared to the real
user behavior while low values lead to a bubble effect with fewer communities
concerned by recommendations compared to the real user behavior.

We see that 30% of the users are faced with less diversified recommendations
than their own profile. This effect is mainly due to a frequent behavior of the
user who ”likes” many messages from a particular community and less frequently
from ”random” ones. However, recommender systems focus mostly on this main
community and provide recommendations mainly issued from this community.
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5 CAM - a Community-Aware Model

Thanks to this preliminary but essential study, we are now able to detect a filter-
bubble effect on users’ community profile with topology-based communities. We
propose in the following our Community-Aware Model whose objective is to
reduce the filter-bubble impact. It can be deployed on top of a RS and it enhances
it with a new scoring function which permits re-ranking the recommendations.
Observe that our approach is consequently independent of the choice of the RS
and may be consequently deployed in any existing social network platform.

5.1 Community profiles

So consider a user u and a social network where n communities were detected
by a community detection algorithm. Let

−→
Pu be the user’s u community profile

represented as a normalized vector:
−→
Pu = (pc1, pc2, . . . , pcn) where pci denotes

the rate of messages from the community ci among all the messages he liked.
Suppose that a recommender system RS produces a list of recommenda-

tions LRecou for the user u from which only the top-k items are extracted and
presented to u. The main idea is to re-rank LRecou by considering, for each
message, its community of origin. The end goal consists in finding a top-k which

corresponds more precisely to the user community profile
−→
Pu.

Note that naive models which attempt to pick up the required number of

messages from LRecou in each community of
−→
Pu wouldn’t be successful. Indeed,

due to too low recommendation scores or to a period where the corresponding

community is less active, some communities from a profile
−→
Pu are not present

(or insufficiently present) in LRecou. Besides, with such naive approaches, a
message with a high recommendation score which is not issued from a community

appearing in
−→
Pu will also be discarded, even if the community is topologically

and/or thematically closed to, which contributes to the filter bubble effect.
Since our community analysis reveals that some communities are themat-

ically very close to, we propose that our re-ranking model takes into account
this similarity and consequently modifies the scores produced by RS even for

messages from communities which are not in
−→
Pu.

Our model relies on the impact of items on communities called
−→
VU and the

user’s profile
−→
Pu. It tries to minimize the distance between

−→
VU and

−→
Pu.

5.2 Community similarity score

We first need to determine a measure of similarity between communities which
takes into account 1) topology, 2) semantic information and 3) flows of informa-
tion between these communities. We propose the following similarity measure to
estimate how similar two communities can be.

Definition 1. (Community Similarity Score) The asymmetric similarity mea-
sure between a community ci and cj is estimated as follows:

sim(ci, cj) = α Links(ci → cj) + β Sem(ci, cj) + γ F low(ci → cj) (1)
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where Links is the ratio of the number of links from ci which are directed to cj
among its outgoing links, Sem represents the similarity (see Section 6.1) between
the main topics of ci and cj, and Flow corresponds to the link importance which
relies on the proportion of circulating tweets (retweets) from ci to cj. α, β and γ
are constants which can be tuned according to the behavior of the underlying RS
(see Section 6.2) in order to target relevance and/or filter bubbles.

Based on this similarity measure we can build the Community Similarities
Matrix (CSM = (simij)1≤i,j≤n). Observe that this matrix is not symmetric
since we consider links’ direction and information propagation (flow).

5.3 Community-aware recommendations

We consider that each item I is associated to a community score vector
−→
I

which captures how this item is thematically and topologically close to each

community. To compute the vector
−→
I of an item I we rely on the community-

similarity matrix CSM . So
−→
I corresponds to the community similarities from

column ci of the CSM matrix to which community I is associated to.
Our model intends to propose a set of recommendations U , selected from the

recommendation list LRecou produced by RS, with a community score vector−→
VU which matches as much as possible the user profile

−→
Pu. The community

score vector
−→
VU of a set of recommendations U is the aggregation of different

normalized community score vectors of each item in U :
−→
VU =

∑
I∈U

−→
I /||

∑
I∈U

−→
I ||.

Finding the set of recommended items U whose community profile
−→
VU matches

as much as possible the profile
−→
Pu can be modeled as a distance minimization

problem between
−→
VU and

−→
Pu:{
U = argmaxLrecou |

−→
Pu−

−→
VU |

|U | = k
(2)

However, determining the new recommendations based only on the distance
with the user profile, regardless of the importance of the recommended con-
tent, may lead to recommend content of lower interest for the user. So another
objective for our approach consists in the following maximization problem:{

U = argmaxLrecou

∑
I∈U

recom(u, I)

|U | = k
(3)

where recom(u, I) denotes the score of item I for user u provided by the RS.
Consequently the objective of our re-ranking algorithm is expressed as a

multi-objective optimization problem determined by both Equations 2 and 3.

5.4 Avoiding the filter bubble

A traditional strategy to determine a solution to a multi-objective optimization
problem is scalarization where no solution satisfies both objectives. Scalarizing is
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Ranking Origin community Score

1 A 0.8
2 A 0.7
3 A 0.5
4 B 0.4
5 C 0.1

Table 2: Recommendation scores for Joe

3-item set and their score

{1,2,3} 0.81 {1,2,4} 0.40
{1,2,5} 0.57 {1,3,4} 0.41
{1,3,5} 0.54 {1,4,5} 0.48
{2,3,4} 0.42 {2,3,5} 0.47
{2,4,5} 0.47 {3,4,5} 0.43

Table 3: Scores for all 3-item combinations

an a priori method, which transforms the multi-objective optimization problem
into a single-objective optimization problem.

To achieve this transformation, we propose to integrate the recommendation

score when estimating the community score vector
−→
I . Since our objective is to

get a high global recommendation score, we attempt to discard first from our
recommendation set, items with a low recommendation score.

Thus, we adopt for our community score vector
−→
I this new definition:

−→
I =

1

recom(u, I)
×
−−−−−−→
CSM(ci) (4)

With this new definition, an item with a low recommendation score will
significantly increase the different components of its community score vector.

This item will have a high impact on
−→
VU and increase the profile distance. Thus,

this item is more likely to be replaced by another one in the final item set.

Example 1. Consider a user Joe to whom a recommender system proposes a
list of recommendations RecoJoe. Assume for this example that we limit the
recommendations to the top-3 scores, so Joe receives the three recommendations
originated from the community A. We suppose that there are only 3 communities
and that there exists no similarity between them. Therefore CSM is the identity
matrix. We assume that Joe interacts equally with these three communities;

therefore his profile is:
−−→
PJoe = (0.33, 0.33, 0.33)

To re-rank the items by considering the user profile and the relevance of the
messages, we compute the distance from Equation 2 with the community score
vector computed with Equation 4.

We display in Table 3 the distance = |
−−→
PJoe −

−−→
VJoe| for the different 3-item

combinations. For our example, we see that the score for the best combination
is 0.40 and corresponds to {1, 2, 4}. We see in Table 2 that these items have a
high recommendation score, and this set better matches the user profile.

To determine the top-k recommendation set, we theoretically need to com-
pute all the combinations of k items from U extracted from LRecou which con-
sists of N items has a complexity of

(
N
k

)
. We escape the exponential complexity

by adopting an interchange algorithm. So we initialize the recommendation set
with the k top-rated items. Then we check for each of the N−k remaining items
if we can reduce the distance with the user profile by replacing one recommen-
dation by this item. This algorithm has a N2 complexity.
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6 Experiments

We first detail the experimental protocol we adopted to measure the benefits of
our re-ranking model CAM for both the relevance of recommendations and the
number of users suffering from the filter bubble effect. We also study the impact
of the different parameters in our model, i.e., semantic similarities, the flow and
the topological similarity, on the overall results. Our experiments reveal that our
model can be tailored for different RS to provide significant gains. For all our
experiments, we use the Twitter dataset described in Section 3.

6.1 Settings

To measure the filter bubble effect, we use the Gini coefficient (see Section 4.2)
for a sample of users from our dataset. More precisely we measure the differ-
ence between the user’s Gini coefficient computed for his community profile and
the one computed for the community distribution of the recommendations. We
consider that a user is affected by a filter bubble if this difference is lower than
a given threshold of −0.2 (bottom right of Figure 4). This −0.2 corresponds to
the inflection point observed in Figure 4 which characterizes 10% of the users.

We select the largest communities, with at least 1,000 users, from the USA
found by the Louvain clustering method. They represent 38 communities. For
each of these communities, we randomly extract 16 users, leading to 608 selected
users. This choice of 16 users corresponds to the maximum number of users for
the smallest community that retweeted at least twice, therefore users that can
be targeted by a RS to give sufficient messages to re-rank. We chose to balance
all the communities by an equal number of users.

Then we select messages’ retweets which were retweeted at least twice. This
constitutes a set of 132, 389, 409 sharing actions, timely ordered. We split the
set in two: the first 90% of actions (the oldest retweets) compose the training
set and the last 10% the test set. While the former set is used to train the three
methods, the latter one allows checking the recommendations with real retweets.
Note that the test set captures 66 days of retweets from users in our dataset.

Then for each recommender system we compare CF, GraphJet and Sim-
Graph, we observe the recommendations computed during the test set with and
without applying our CAM algorithm. To estimate the CAM re-ranking score
we determine its three components Links, Semantic and Flow as follows:

– The number of directed edges between communities is used to compute the
Links weight, capturing the topological proximity between communities.

– In order to compute the Semantic similarity we rely on Word2Vec trained on
Google News data [10]. We extract most frequent words from communities
and combined them to create a vector thanks to Word2Vec. This method
allows us to compute semantic distance between communities.

– We measure the Flow weight from the network of communities based on
the proportion of tweets that circulates between corresponding communities
through retweets (flow proximity).
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γ (Flow)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

1 551 639 641 652 644 649 637 641 642 650 645

0.9 559 639 644 646 643 638 633 648 654 640 641

0.8 570 637 645 646 643 639 641 651 638 639 634

0.7 580 646 652 644 644 634 647 640 639 629 634

0.6 599 634 641 637 639 644 639 642 636 634 636

β
(S
e
m
a
n
t
i
c
s
)

0.5 617 652 649 647 644 636 637 636 635 638 627

0.4 634 644 642 640 644 639 635 639 636 624 626

0.3 642 644 642 644 643 635 638 626 622 635 627

0.2 642 643 642 638 639 634 633 621 621 620 616

0.1 653 633 644 636 629 626 631 625 630 620 620

0 638 631 636 636 630 622 618 621 624 620 619

γ (Flow)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

1 55 77 65 58 53 49 47 46 44 45 42

0.9 59 73 63 58 54 47 47 45 44 41 41

0.8 58 73 61 59 50 47 45 44 41 40 40

0.7 57 72 61 58 47 47 44 41 40 39 38

0.6 62 69 62 50 47 45 41 40 38 37 36

β
(S
e
m
a
n
t
i
c
s
)

0.5 74 67 60 47 45 43 38 38 36 35 34

0.4 84 67 51 48 42 38 38 36 35 33 32

0.3 94 64 49 42 38 36 35 33 32 32 33

0.2 102 56 42 37 35 33 32 31 31 31 29

0.1 101 46 35 33 30 30 29 29 29 29 30

0 59 32 30 29 28 28 28 28 28 28 28

Fig. 5: hits and users suffering from filter bubble for GraphJet w.r.t. γ and β
γ (Flow)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

1 1197 1417 1420 1412 1418 1423 1416 1410 1394 1392 1374

0.9 1209 1420 1402 1416 1418 1426 1412 1385 1382 1380 1350

0.8 1226 1420 1424 1420 1430 1417 1400 1405 1377 1350 1366

0.7 1271 1417 1410 1425 1428 1423 1407 1370 1356 1351 1356

0.6 1320 1439 1421 1425 1431 1393 1385 1354 1378 1347 1344

β
(S
e
m
a
n
t
i
c
s
)

0.5 1344 1436 1430 1420 1420 1379 1363 1363 1352 1333 1334

0.4 1389 1432 1414 1434 1392 1369 1375 1354 1339 1326 1337

0.3 1410 1434 1428 1416 1356 1374 1352 1335 1330 1326 1317

0.2 1431 1427 1400 1383 1372 1347 1334 1329 1329 1315 1303

0.1 1457 1434 1400 1362 1342 1324 1300 1308 1288 1287 1280

0 1456 1379 1336 1304 1283 1282 1270 1260 1270 1263 1272

γ (Flow)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

1100 84 64 46 41 35 30 25 22 19 20

0.9 100 84 58 47 39 33 26 24 21 18 18

0.8 98 80 55 46 38 29 25 20 17 17 16

0.7 95 77 50 41 32 25 21 17 16 14 14

0.6 93 72 46 38 28 21 17 16 14 13 13

β
(S
e
m
a
n
t
i
c
s
)

0.5 96 67 42 32 21 16 16 14 12 11 10

0.4 103 59 35 25 19 16 14 11 11 10 11

0.3 115 48 28 18 15 11 9 10 10 10 10

0.2 124 40 17 11 9 9 9 10 9 10 9

0.1 127 19 9 7 7 7 7 9 8 9 9

0 52 7 6 6 6 6 7 7 7 7 8

Fig. 6: hits and users suffering from filter bubble for CF model w.r.t. γ and β

We consider that a message is a hit if it is recommended to a user based on the
training set, and we detect that it leads indeed to an interaction (retweet/like)
in the test set. This prediction task can be seen as a relevance measure.

6.2 Studying weights’ impact

The re-ranking algorithm relies on the similarities between communities (Equa-
tion 1). Since similarity scores depend on α, β and γ, we perform experiments
to study the impact of each weight on the re-ranking quality. Each weight is
bounded between 0 and 1 and we adopt a 0.1 padding for our experiments pro-
viding 11 different values for every weight which leads to 113 = 1, 331 different
weights configurations. For space reason, we displayed only results with α set
to 0.5 which showed a lower impact than β and γ that are considered here.

In Figure 5 we plot the results for GraphJet from Twitter. The left table
shows the number of accurate predictions (hits) made by the system w.r.t. β
and γ weights. The right table represents the number of users among our 608
selected users who suffer from a bubble effect (those with a Gini difference lower
than the −0.2 threshold). Results for respectively the collaborative system (CF )
and for SimGraph are presented respectively in Figure 6 and 7. We first observe
a high variability of results depending on our parameters. The number of accu-
rate recommendations - hits - ranges from 492 to 653 for GraphJet for instance,
so a 32% difference. We notice the same order of variability for both CF and
SimGraph. The variability is even more important for the number of users fac-
ing a filter bubble. For instance, we see that 6 users at a minimum are concerned
by a filter bubble for the CF model while in the worst configuration there are
128 users concerned. So we see that the given weights to the different dimen-
sions (semantics and messages flow) have an important impact on the quality of
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γ (Flow)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

1 1441 1529 1524 1522 1513 1500 1491 1487 1476 1461 1461

0.9 1459 1525 1533 1518 1504 1497 1493 1485 1473 1466 1462

0.8 1479 1521 1532 1521 1494 1494 1489 1460 1470 1469 1460

0.7 1506 1531 1515 1511 1500 1494 1479 1460 1476 1455 1465

0.6 1515 1547 1525 1505 1506 1482 1462 1475 1463 1462 1470

β
(S
e
m
a
n
t
i
c
s
)

0.5 1518 1540 1512 1501 1477 1457 1476 1450 1477 1448 1462

0.4 1519 1546 1500 1502 1476 1475 1463 1449 1461 1458 1459

0.3 1528 1533 1493 1477 1471 1476 1462 1465 1468 1454 1434

0.2 1524 1517 1487 1472 1454 1472 1461 1452 1436 1427 1413

0.1 1521 1494 1475 1455 1460 1441 1430 1431 1423 1421 1412

0 1514 1479 1471 1452 1433 1432 1422 1404 1403 1400 1409

γ (Flow)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

1 76 88 78 74 64 63 63 62 60 59 55

0.9 78 84 77 68 65 62 62 60 58 55 55

0.8 77 83 77 65 62 61 60 58 56 55 54

0.7 78 83 74 64 61 60 59 56 54 54 54

0.6 81 79 69 62 61 60 56 55 54 54 53

β
(S
e
m
a
n
t
i
c
s
)

0.5 84 79 65 61 59 56 54 54 54 53 53

0.4 92 77 62 58 56 53 54 53 53 53 53

0.3 98 74 61 55 53 53 52 53 53 53 53

0.2 100 63 55 53 53 52 52 52 52 52 52

0.1 99 56 53 52 51 52 51 51 51 50 51

0 65 50 49 49 48 49 50 50 50 50 50

Fig. 7: hits and users suffering from filter bubble for SimGraph w.r.t. γ and β

Initial Best configuration

Hits Filter Bubble Hits Filter Bubble

GraphJet 552 5.4% 630 (+14%) 4.6% (−15%)
CF 1,400 2.7% 1,348 (−3%) 0.9% (−64%)
SimGraph 1,468 10.0% 1,491 (+2%) 7.0% (−23%)

Table 4: CAM approach benefits

the recommendations and they allow us to efficiently boost the relevance of rec-
ommendations or to decrease the number of users suffering from filter bubbles.
Obviously, the two scores are linked: the more we narrow users’ interests the
more chances we have to make accurate recommendations but the more users
are proposed the same kinds of recommendations.

Overall we observe that the three RS tested show similar key trends when
changing α, β and γ. Reducing weight β (the semantics similarity between com-
munities) allows tweets whose topic is different from the users niche interest to
be more likely recommended and therefore lowers the number of users suffering
from the bubble effect. On the other hand, lowering this weight also induces
that some relevant items will not be recommended to the user. The γ weight
(the flow between communities) has an opposite effect. Higher γ values tend
to recommend items from different communities with which the user is used to
interacting but also to decrease at the same time the number of hits. Finally, we
observe that α has a similar impact β on the results but with a lower amplitude.

Our experiments show that there does not exist a configuration where both
the relevance of recommendations and the number of users in a filter bubble are
optimized. So the different weights in our CAM model may be tuned according
to the objectives of the recommender system. Thanks to our experiments, we can
also determine for each recommender system the configurations which minimize
the number of users suffering from the filter bubble effect (see below).

6.3 Gains Achieved with the CAM Approach

Our next experiment aims at illustrating the gain that we achieve by deploying
the CAM model on top of existing recommender systems. So for each recom-
mender system, we select the best weight setting to minimize the number of users
affected by filter bubbles according to our observations in Figure 5, 6 and 7.
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Fig. 8: Filter bubble users w.r.t. their activity without or with* CAM

We present in Table 4 the percentage of users facing a filter bubble with and
without re-ranking the recommendations for the different recommender systems,
along with the total number of hits we get. We observe that our re-ranking model
successfully decreases the number of users affected by the filter bubble by 15%
for GraphJet, 64% for CF and 23% for SimGraph. Additionally, by matching
more to the user’s profile we also improve the relevance of recommendations and
boost the number of accurate predictions especially for Graphjet. Only for CF,
removing 64% of filter bubble effects on affected users slightly decreases their
relevance: −3% of hits.

Our model seems to remove users more successfully from a filter bubble for
the CF model. This could be explained by choice possibilities of the re-ranking
step. Sometimes, GraphJet and SimGraph hardly produce recommendations
far in the social network, narrowing the possibilities of re-ranking while CF
could compute a large list of recommendations for all users [11].

6.4 Users Activity and Filter Bubbles

In Figure 8, we investigate the link between users’ activity, i.e., number of mes-
sages they interacted with, and the filter bubble. Users are assigned to a category
(i.e., low, medium-low, medium-high, high) according to the number of inter-
actions they made on the platform. For each of these categories, we plot the
percentage of users affected by a filter bubble. We observe that most users con-
cerned by this phenomenon have a low activity. Users with low or medium-low
activities correspond to more than 70% of affected users.

Due to fewer interactions, recommender systems focus on the known interest
of these users. Therefore, this limits the scope of possible recommendations.
Consequently, using CAM allows highlighting items that were poorly considered
by the underlying recommender system, and impact those users much more.

7 Conclusion

In this paper we have presented a thorough study on information flow on Twitter
and we showed that the filter bubble phenomenon only concerns a minority
of users. We proposed the CAM approach which relies on similarities between
communities to re-rank lists of recommendations in order to weaken the filter
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bubble effect for these users. Moreover our approach is able to boost the accuracy
of GraphJet recommendations by increasing the prediction by 14%.

For future works, we want to investigate better partitioning strategies for
Twitter. Even if we showcased filter bubbles with topology-based communities,
our approach can reasonably be enhanced by finding location and/or opinion-
based community detection algorithms to better detect filter bubble effects.

We also wish to study the evolution of the links between communities, since
retweets evolve over time, it will have an impact on the similarity measure.
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