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1. The two cultures
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• The generative modelling culture
– seeks to develop stochastic models which fits the 

data, and then make inferences about the data-
generating mechanism based on the structure of 
those models. Implicit (…) is the notion that there is a 
true model generating the data, and often a truly 
`best' way to analyze the data.

• The predictive modelling culture 
– is silent about the underlying mechanism generating 

the data, and allows for many different predictive 
algorithms, preferring to discuss only accuracy of 
prediction made by different algorithm on various 
datasets. Machine Learning is identified by Breiman as 
the epicenter of the Predictive Modeling culture.
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• Standard conception (models for understanding)

– Provide some comprehension of data and their 
generative mechanism through a parsimonious 
representation. 

– A model should be simple and its parameters 
interpretable  for the specialist : elasticity, odds-
ratio, etc. 

• In « Big Data Analytics » one focus on prediction

– For new observations:  generalization

– Models are merely algorithms

Cf GS, compstat 2008
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• Generative modelling

– Underlying theory

– Narrow set of models

– Focus on parameter 
estimation and goodness 
of fit: predict the past

– Error: white noise

• Predictive modelling

– Models come from data

– Algorithmic models

– Focus on control of 
generalization error : 
predict the future

– Error: minimal

Same formula: y= f(x;)+



2. Predict without understanding?

• Paradoxes

– a model with a good fit may provide poor 
predictions at an individual level (eg 
epidemiology)

– Good predictions may be obtained with 
uninterpretable models (targetting customers or 
approving loans, do not need a consumer theory)
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According to Bottou, 2013:   

– Modern statistical thinking makes a clear 
distinction between the statistical model and the 
world. The actual mechanisms underlying the data 
are considered unknown. The statistical models do 
not need to reproduce these mechanisms to 
emulate the observable data (Breiman, 2001). 

– Better models are sometimes obtained by 
deliberately avoiding to reproduce the true 
mechanisms (Vapnik, 2006).
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• Despite their simplicity, decision trees are not in 
favour of many scientists since they are not 
considered as generative. 

• But what about linear or logistic models? Simple 
analytic formulas are easy to use but there are no 
guarantee that they represent the  true mechanism 

• Remind that in most sciences a good model must 
give good predictions, otherwise it is replaced by an 
other one. 
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3. Parsimony and complexity

• Ockham’s razor *
– pluralitas non est 

ponenda sine 
necessitate

– a scientific principle 
for avoiding useless 
hypothesis

* Or Occam
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• AIC, BIC and other penalized likelihood 
techniques often considered as modern versions 
of Ockham’s razor

AIC = -2 ln(L) + 2K
BIC = -2 ln(L) + K ln(n)

 A misleading similarity
 AIC and BIC come from quite different theories

• AIC : approximation  of the Kullback-Leibler 
divergence between the true distribution and the 
best choice inside a family

• BIC : bayesian choice among  parametric models 
with equal priors

• No rationale to use simultaneously AIC and BIC
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• AIC is biased : if the true model Mi belongs to 
the family,  the probability that AIC chooses Mi

does not tend to 1 when the number of 
observations goes to infinity. But BIC 
converges.
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AIC BIC realistic?

• Likelihood not always computable: need distributional 
assumptions (trees, neural networks..).

• How to define the number of parameters? (trees, but 
also ridge, PLS..)

• Is there a « true » model?

“Essentially, all models are wrong, but some are useful ”
(G.Box,1987)

*  Box, G.E.P. and Draper, N.R.: Empirical Model-Building and Response Surfaces, p. 424, Wiley, 1987
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• « Occam’s Razor, long admired, is usually 
interpreted to mean that simpler is better. 
Unfortunately in prediction, accuracy and 
simplicity (interpretability) are in conflict » 
Breiman, 2011



• Vapnik’s statistical learning theory
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h : VC dimension , a measure 
of model complexity, different 
from the number of 
parameters

f(x,w) = sign (sin (w.x) ) one parameter but h=

1990

©Hastie et al., 2009



The VC inequality between learning risk and generalization 
risk

In supervised classification:

holds with probability1- 

h should be finite

Used to choose among models with different h
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Minimizing the right-hand side
when n is known



• The upper bound depends from n/h, hence 
surprising results:

– If h increases slower than n,  it improves the 
generalization.

– One may use more and more complex models 
when n is big!

• Not necessarily a good idea mainly if data are 
also big according to p

– Solution: sparsity constraints (Lasso)
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4. Empirical validation

• Combining Machine Learning and Statistics

– A good model must give good predictions

– Bootstrap, cross-validation, etc.

– Learning and validation sets
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The three samples procedure for selecting a 
a model inside a family of models

• Learning set: estimate parameters for all models in 
competition

• Test set : choice of the best model in terms of 
prediction
– NB Reestimation of  the final model: with all available 

observations

• Validation set : estimate the performance for future 
data. « Generalization »
– Parameter estimation ≠ performance estimation
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• One split is not enough!
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• Elementary?

– Not that sure…

– Have a look on publications in econometrics, 
epidemiology, .. prediction is rarely checked on a 
hold-out sample (except in time series forecasting)
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5. Interpreting models

• A common belief is that simple models, like 
linear or logistic regression are easily 
interpretable

• Generally untrue!  

• Except in case of orthogonal designs, 
parameter values hardly reflect variable 
importance
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• More than 11 methods of quantifying variable 
importance in linear models! (Grömping, 2015, 

Wallard, 2015) including Fabbris, 1980 

– Eg Shapley value: a subset of predictors is a coalition

• Simple models are not that simple! Why not 
using complex ones?

– Random forests outperforms almost all predictive 
algorithms

– Deep learning, a variant of neural networks, is 
appropriate for Big Data. (LeCun & al, 2015)
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H.Varian writes: 

• “When confronted with a prediction problem of this sort 
an economist would think immediately of a linear or logistic 
regression. However, there may be better choices, 
particularly if a lot of data is available. These include 
nonlinear methods such as 1) classification and regression 
trees (CART); 2) random forests; and 3) penalized 
regression such as LASSO, LARS, and elastic nets. (There 
are also other techniques, such as neural nets, deep 
learning, and support vector machines,which I do not cover 
in this review.)”

• “Data manipulation tools and techniques developed for 
small datasets will become increasingly inadequate to deal 
with new problems. Researchers in machine learning have 
developed ways to deal with large datasets and economists 
interested in dealing with such data would be well advised 
to invest in learning these techniques.” 
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• Another idea (Breiman, once again!):

– « A variable might be considered important if 
deleting it seriously affects prediction accuracy. »

– Applicable to any model including Random 
Forests: the values of the mth variable are randomly permuted 

in all of the cases left out in the current bootstrap sample. Then 
these cases are run down the current tree and their 
classification noted.  At the end of a run consisting of growing 
many trees , the percent increase in misclassification rate due to  
noising up each variable is computed.

• Also sensitivity analysis (partial derivatives or 
variance based methods) (Saltelli & al, 2000)
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• However:

– « holding all other variables fixed » is nonsense

– When a predictor changes , it implies that other 
do : intervention (Bühlmann, 2013)

– Causal schemes are necessary, see further 
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6. Data Science and the Data revolution
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The end of theory?
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Petabytes allow us to say: "Correlation is enough." We can stop looking 
for models. We can analyze the data without hypotheses about what it 
might show. We can throw the numbers into the biggest computing 
clusters the world has ever seen and let statistical algorithms find 
patterns where science cannot.



Hopes

• Use of social media, web and smartphone 
data to improve health, quality of life, public 
statistics etc.

• UN, UNECE, Eurostat develop Big Data 
projects
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WFP And UN Global Pulse Show How Big Data 
Can Save Lives And Fight Hunger 
By Anoush Rima Tatevossian Apr 9, 2015 

http://unglobalpulse.org/WFP-GlobalPulse-Mobile-Data-Food
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http://unglobalpulse.org/programme-type/public-health



• Google FluTrends
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And disappointments…
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Overestimation by  50% in 2012-2013



• Big Data : no sampling errors but quality 
issues

– Web data are produced by commercial companies 
mainly for their own business 

– Representativeness?

• Companies constantly make modifications to their data 
collection algorithms in order to increase profits and 
support  their business model. As a consequence, 
commercial data often are endogenously affected by a 
company’s business decisions rather than exogenously 
determined which compromises their validity as a 
source of information.  (Titiunik, 2015)
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7. Understanding to better predict

• Correlation is not causality
– Diapers and beer urban legend

• Causal inference from observational and 
interventional data is a hot topic (Bühlmann, 2013) 
as well as counterfactual inference

• Convergence between ML and computer science 
people, and statisticians. 
– See the NAS recent colloquium featuring Michael 

Jordan, Judea Pearl, Berhard Schölkopf, Peter 
Bühlmann, Léon Bottou, Hal Varian among many 
others
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Symposium: Big Data, Causal Inference, and Formal Theory: 
Contradictory Trends in Political Science? 

8 papers



• An hybrid model: complementing a regression 
scheme (linear or not) with a causal diagram
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Conclusions

• Simple models
– are not that simple

– Give often poor prediction accuracy compared to ML 
algorithms

– Truly generative models are rare

• Scientists should not be afraid using non explicit 
models

• An accurate predictive model improves knowledge
• Big Data urges causal inference and empirical 

inference to converge
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Thanks for your attention
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