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Abstract—This paper considers uplink multiple access (MA)
transmissions, where the MA technique is adaptively selected be-
tween Non Orthogonal Multiple Access (NOMA) and Orthogonal
Multiple Access (OMA). Two types of users, namely Internet of
Things (IoT) and enhanced mobile broadband (eMBB) coexist
with different metrics to be optimized, energy efficiency (EE) for
IoT and spectral efficiency (SE) for eMBB. The corresponding
multi-objective power allocation problems aiming at maximizing
a weighted sum of EE and SE are solved for both NOMA and
OMA. Based on the identification of the best MA strategy, a
clustering algorithm is then proposed to maximize the multi-
objective metric per cluster as well as NOMA use. The proposed
clustering, power allocation and MA selection algorithm is shown
to outperform other clustering solutions and non-adaptive MA
techniques.

I. INTRODUCTION

Power Domain Non Orthogonal Multiple Access (NOMA)
[1], [2] has been proposed for fifth Generation and beyond
(B5G) networks to increase spectral efficiency and serve a
larger number of users. The increased users density due to
massive use of Internet of Things (IoT) sensors [3], [4] and
their coexistence with enhanced mobile broadband (eMBB)
smartphones justify the need for NOMA and for efficient
optimization strategies. In NOMA, users signals are multi-
plexed with superposition coding (SC) at the transmitters and
successive interference cancellation (SIC) at the receivers.
In this paper, we focus on uplink NOMA, where one Base
Station (BS) decodes several users signals by descending
order of the received channel gains [5]. We consider a cell
composed of one BS, a set of IoT sensors and a set of eMBB
smartphones. IoT sensors and eMBB users may be multiplexed
with NOMA, depending on whether NOMA will provide a
better multi-objective metric after power optimization than
Orthogonal Multiple Access (OMA). The objective function
to be optimized per user is either the spectral efficiency (SE)
for eMBB or the energy efficiency (EE) for IoT. Consequently,
the multi-objective metric is the weighted sum of SE and EE.

Few papers in the literature have investigated resource allo-
cation to maximize EE in uplink NOMA. In [6], Dinkelbach
algorithm [7] is used to maximize the global EE subject to
minimum data rates per user. In [8], three deep reinforcement
learning techniques are proposed to maximize the weighted
sum of EE subject to a minimum data rate per user. To the best
of our knowledge, multi-objective optimization problems aim-

ing at maximizing both EE and SE in NOMA have only been
studied in the downlink. In [9], [10], multi-objective problems
are reformulated as weighted sum maximization problems, and
power allocation is then solved by dual decomposition.

In this paper, eMBB and IoT users are paired on time
slots with the objective to favor NOMA as much as possible.
However, NOMA should only be used if the optimized multi-
objective metric after power allocation is larger with NOMA
than with OMA. The proposed strategy is therefore an adaptive
strategy where NOMA is only used when this is beneficial for
the system, as in [11], [12]. In order to evaluate when this takes
place, we first study all possible multi-objective problems and
evaluate when NOMA outperforms OMA. We then deduce a
clustering algorithm aiming at maximizing performances while
using NOMA as often as possible. The proposed clustering
and power optimization algorithm is more efficient than non-
adaptive multiple access (MA) techniques and other clustering
solutions. We focus on clusters of two users in order to make
the best use of NOMA. Larger clusters may indeed lead to
error propagation when performing SIC [13] and to additional
processing delays for the users whose signal is decoded last.

This paper is organized as follows: Section II presents
the different multi-objective power allocation problems and
their solutions for both NOMA and OMA. Based on these
results, the proposed clustering and MA selection algorithm is
described in Section III. Its performance results are assessed
in Section IV and conclusions are given in Section V.

II. MULTI-OBJECTIVE POWER ALLOCATION PROBLEMS IN
NOMA AND OMA

We consider an uplink two-users systems. The channel
gain to the BS divided by the noise power is denoted as
γi, i ∈ {1, 2} and the transmit power as pi, i ∈ {1, 2}. We
always assume that γ1 ≤ γ2. User 1 is consequently referred
to as the weak user, and user 2 as the strong user. Users
i, i ∈ {1, 2} may be either IoT or eMBB. If user i is an
IoT, it aims at maximizing its energy efficiency, whereas if it
is an eMBB, it aims at maximizing its spectral efficiency. The
spectral efficiency in bits/s/Hz in NOMA is equal to:

SEN,2 = 2 log

(
1 +

γ2p2
1 + γ1p1

)
; (1)

SEN,1 = 2 log (1 + γ1p1) , (2)



where log , log2. The spectral efficiency in OMA is:

SEO,i = log (1 + γipi) ∀i, i ∈ {1, 2}. (3)

The EE in bits/J/Hz in NOMA is defined as:

EEN,i =
SEN,i

2(φpi +Q)
∀i, i ∈ {1, 2}, (4)

where φ is the inverse of amplifier efficiency and Q is the
circuit power. The EE in OMA is equal to:

EEO,i =
SEO,i
φpi +Q

∀i, i ∈ {1, 2}. (5)

The multi-objective problem is formulated as a weighted
sum objective problem, where weight wi applies to user
i, i ∈ {1, 2}, and w2 = 1−w1. In this weighted sum objective
problem, normalization factors for SE and EE are denoted as
KS and KE , respectively. Finally, the maximum total transmit
power per user i ∈ {1, 2} in NOMA is equal to Pi, whereas
the maximum total transmit power per user in OMA is set to
2Pi. Therefore, the same power budget applies with both MA
techniques, since each user in OMA is only active every other
time slot.

In the following, we study the four involved sub-MOP
respectively. In each subproblem, both NOMA and OMA are
analyzed.

A. Subproblem w1SE1 + w2SE2

This subproblem corresponds to both users being eMBB.
1) NOMA: The objective function can be expressed as

max
p1≤P1,p2≤P2

w1

KS
SEN,1 +

w2

KS
SEN,2 (6)

=
w1

KS
2 log (1 + γ1p1)

+
w2

KS
2 log

(
1 +

γ2p2
1 + γ1p1

)
, (7)

which is not concave. Knowing the fact that p2 should be fixed
to be P2, we use the quadratic transform [14] to reformulate
(7) to a concave function as

max
p1≤P1,y

2w1

KS
log (1 + γ1p1)

+
2w2

KS
log
(
1 + 2y

√
γ2P2 − y2 (1 + γ1p1)

)
, (8)

s.t. 2y
√
γ2P2 − y2 (1 + γ1p1) ≥ 0, (9)

where y is a newly introduced variable. The new constraint
(9) is introduced to guarantee the function of the logarithm.
Similar with the proof in [14] and [15], it can be proven that
the reformulated problem (8) is concave.

As in [14] and [15], variables p1 and y are iteratively
updated to reach a stationary point of the original problem
in (7), where p1 is optimized by Karush–Kuhn–Tucker (KKT)
conditions and y is updated by y =

√
γ2P2

1+γ1p1
.

As we will see in the following, similar methods are used
to solve the other subproblems for NOMA in this paper.

2) OMA:

max
p1≤2P1,p2≤2P2

w1

KS
SEO,1 +

w2

KE
SE0,2 (10)

=
w1

KS
log (1 + γ1p1) +

w2

KE
log (1 + γ2p2) ,

(11)

which obviously equals to

w1

KS
log (1 + γ1 · 2P1) +

w2

KE
log (1 + γ2 · 2P2) . (12)

B. Subproblem w1EE1 + w2SE2

This subproblem is considered if the cluster consists of an
eMBB and an IoT, and the eMBB has the highest SNR.

1) NOMA: The objective function can be expressed as

max
p1≤P1,p2≤P2

w1

KE
EEN,1 +

w2

KS
SEN,2 (13)

=
w1

KE

log (1 + γ1p1)

φp1 +Q

+
w2

KS
2 log

(
1 +

γ2p2
1 + γ1p1

)
, (14)

which is, similar with the transform from (7) to (8), equivalent
with

max
p1≤P1,y

w1

KE
2y1
√
log (1 + γ1p1)−

w1

KE
y21 (φp1 +Q)

+
w2

KS
2 log

(
1 + 2y2

√
γ2P2 − y22 (1 + γ1p1)

)
,

(15)

s.t. 2y2
√
γ2P2 − y22 (1 + γ1p1) ≥ 0, (16)

where y = [y1, y2] is an introduced auxiliary variable vector.
p1 can be optimized by KKT conditions and the updates are

respectively y1 =

√
log(1+γ1p1)

φp1+Q
and y2 =

√
γ2P2

1+γ1p1
.

2) OMA:

max
p1≤2P1,p2≤2P2

w1

KE
EEO,1 +

w2

KS
SEO,2 (17)

=
w1

KE

log (1 + γ1p1)

φp1 +Q
+
w2

KS
log (1 + γ2p2) ,

(18)

which can be rewritten as

max
p1≤2P1

w1

KE

log (1 + γ1p1)

φp1 +Q
+
w2

KS
log (1 + γ22P2) . (19)

Only the first term needs to be optimized, which is as simple
as a Dinkelbach’s algorithm [7] such that

max
p1≤2P1

log (1 + γ1p1)− λ (φp1 +Q) , (20)

where λ is iteratively updated to maximize the EE of user 1.

C. Subproblem w1SE1 + w2EE2

This subproblem models clusters with an eMBB and an IoT
user, where the IoT has the largest SNR.



1) NOMA: The objective function is equal to

max
p1≤P1,p2≤P2

w1

KS
SEN,1 +

w2

KE
EEN,2 (21)

=
w1

KS
2 log (1 + γ1p1) +

w2

KE

log
(
1 + γ2p2

1+γ1p1

)
φp2 +Q

,

(22)

which is, similar with the transform from (7) to (8), equivalent
with

max
p1≤P1,p2≤P2,y,t

w1

KS
2 log (1 + γ1p1)

+
w2

KE
2y
√
log (1 + 2t

√
γ2p2 − t2 (1 + γ1p1))

− w2

KE
y2 (φp2 +Q) (23)

s.t. 2t
√
γ2p2 − t2 (1 + γ1p1) ≥ 0, (24)

where (y, t) are newly introduced variables. p1 and p2 can
be optimized by KKT conditions. The auxiliary variables
are then updated respectively as t =

√
γ2p2

1+γ1p1
and y =√

log(1+2t
√
γ2p2−t2(1+γ1p1))
φp2+Q

.
2) OMA:

max
p1≤2P1,p2≤2P2

w1

KS
SEO,1 +

w2

KE
EEO,2 (25)

=
w1

KS
log (1 + γ1p1) +

w2

KE

log (1 + γ2p2)

φp2 +Q
,

(26)

which is equivalent with

max
p2≤2P2

w1

KS
log (1 + γ12P1) +

w2

KE

log (1 + γ2p2)

φp2 +Q
. (27)

Only the second term needs to be optimized, which is as
simple as

max
p2≤2P2

log (1 + γ2p2)− λ (φp2 +Q) . (28)

D. Subproblem w1EE1 + w2EE2

This final case corresponds to a cluster of two IoT.
1) NOMA: The objective function for NOMA is expressed

as

max
p1≤P1,p2≤P2

w1

KE
EEN,1 +

w2

KE
EEN,2 (29)

=
w1

KE

log (1 + γ1p1)

φp1 +Q
+
w2

KE

log
(
1 + γ2p2

1+γ1p1

)
φp2 +Q

.

(30)

2) OMA: The objective function for OMA is expressed as

max
p1≤2P1,p2≤2P2

w1

KE
EEO,1 +

w2

KE
EEO,2 (31)

=
w1

KE

log (1 + γ1p1)

φp1 +Q
+
w2

KE

log (1 + γ2p2)

φp2 +Q
.

(32)

First, with the same value of p1 and p2, (30) is always smaller
than (32). In addition, (30) is a subset of (32). Therefore, we
can conclude that OMA is always better than NOMA when
both users are IoT.

III. PROPOSED CLUSTERING ALGORITHM

In this section, we propose a clustering algorithm that
selects users so that NOMA is optimal for as many pairs as
possible after power optimization. For that purpose, we first
compute the obtained metric after power optimization for the
four multi-objective problems detailed in Section II.

A. Best MA strategy depending on the MOP

In order to evaluate the influence of MA strategy and of
clustering if NOMA is used, we first consider two users where
user 2 has a channel gain 10dB higher than that of user 1. The
power allocation results for all MOP except the one where both
users maximize their EE are represented on Fig. 1, Fig. 2, and
Fig. 3. If the MOP is the weighted sum of EE, as already seen,
OMA always outperforms NOMA.

Then we consider 10 users within the cell, such that
distances between user k and the BS is dk = (10(11− k))m
and the path loss exponent is n = 2. The normalized channel
of user k is assumed to be 10000/d2k and no fading is assumed.
In NOMA, users are clustered so as to maximize the signal to
interference plus noise ratio of the strong user: k = 1, ..., 5,
user k is matched with user 10− k. The number of time slots
is equal to 10 and if NOMA is used, each pair occupies 2
consecutive time slots. The power allocation results are shown
in Fig. 4, which is consistent with Fig. 1, 2, and 3.
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Fig. 1: Subproblem w1SE1 +w2SE2. Subfigures are respec-
tively: individual SE for NOMA, SE of user 2 vs. user 1
for NOMA, transmit power of user 1 for NOMA (user 2
always uses full power), and the comparison between NOMA
and OMA. For NOMA, user 1 is first switched off and then
switched on if w1 is larger than a threshold.

The best MA strategy depending on the MOP is summarized
in Table I.

B. Clustering algorithm to maximize NOMA use

The clustering algorithm based on the results from Table I
is detailed hereafter.
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Fig. 2: Subproblem w1EE1 +w2SE2. Subfigures are respec-
tively: EE of user 1 and SE of user 2 for NOMA, SE of user
2 vs. EE of user 1 for NOMA, transmit power of user 1 for
NOMA (user 2 always uses full power), and the comparison
between NOMA and OMA. For NOMA, user 1 is first inactive
and then gradually increases its power. The two MA converge
to the same performance when w1 = 1 because p2 = 0 at this
point.
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Fig. 3: Subproblem w1SE1 +w2EE2. Subfigures are respec-
tively: SE of user 1 and EE of user 2 for NOMA, EE of user
2 vs. SE of user 1 for NOMA, transmit power for NOMA,
and the comparison between NOMA and OMA. For NOMA,
user 1 is first switched off and then switched on if w1 is larger
than a threshold, while user 2 increases a bit its power.

Let us assume that the cell contains NIoT IoT and NeMBB

eMBB. Let gm be the channel gain between the mth IoT and
the BS and hm be the channel gain between the mth eMBB
and the BS. Users are ordered by descending channel gains:
g1 ≥ g2 ≥ ... ≥ gNIoT

and h1 ≥ h2 ≥ ... ≥ hNeMBB
. Let us
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Fig. 4: Comparison between NOMA and OMA of the three
subproblems with 10 users.

TABLE I: Best MA strategy depending on the subproblem

Weak user Strong user Best MA strategy

eMBB eMBB NOMA

IoT eMBB NOMA

eMBB IoT NOMA when w1 ≥ w1,min, OMA otherwise

IoT IoT OMA

define M = min{NIoT , NeMBB} and l∗ as follows:

l∗ = arg max1≤l≤M g(NIoT+1−l) < hl (33)

Then the following inequalities stand: h1 ≥ h2 ≥ ... ≥ h∗l ≥
g(NIoT+1−l∗) ≥ g(NIoT+2−l∗) ≥ ... ≥ gNIoT

and: g1 ≥ g2 ≥
... ≥ g(NIoT−l∗) ≥ hl∗+1 ≥ hl∗+2 ≥ ... ≥ hNeMBB

.
The first set of clustered users is composed of weak IoT

users and strong eMBB users and contains the following pairs:

S1 = {(h1, gNIoT
); (h2, g(NIoT−1)); ...; (hl∗ , g(NIoT+1−l∗))}

(34)

The pairs in S1 aim at maximizing w1EE1 + w2SE2 with
NOMA, as this is the best strategy for this MOP according to
Table I .

The second set of clustered users is composed of weak
eMBB users and strong IoT users paired as follows:

S2 = {(hNeMBB
, g1), (hNeMBB−1; g2); ...;

(h(NeMBB−M+l∗+1), g(M−l∗))
}

(35)

The pairs in S2 aim at maximizing w1SE1 + w2EE2 with
NOMA if w1 ≥ w1,min and with OMA otherwise.

Finally, if M = NIoT , the eMBB that do not belong to S1∪
S2 are paired by descending index and the objective function
is w1SE1 + w2SE2 with NOMA for all pairs. If the number
of elements is odd, then one eMBB user is in OMA.

Similarly, if M = NeMBB , the IoT users that do not
belong to S1 ∪ S2 are paired and their objective function is



w1EE1+w2EE2 with OMA. OMA is also used if the number
of elements is odd.

IV. NUMERICAL RESULTS

In this section, we compare the proposed clustering, MA
strategy selection and power allocation algorithm with two
other algorithms:
• In the first algorithm, we assume that the proposed

clustering algorithm is used, but that all clusters transmit
with the same MA strategy.

• In the second algorithm, we assume that clustering is
randomly performed, and followed by either OMA or
NOMA for all clusters.

All users are randomly located within the cell whose outer
radius is equal to 100m and inner radius is equal to 10m.
We consider the following values for the channel modeling of
path loss: −G0 + 10n log10(d), where n = 2, G0 = −(G1 +
Ml) = −70dB, where G1 = 30dB is the gain factor at d
= 1m and Ml = 40dB [15]. The receiving noise power is
B ·(N0+Nf ), where the noise power spectral density is set to
N0 = −170 dBm/Hz, and the noise figure to Nf = 10dB/Hz.
The bandwidth per user is equal to B = 100 kHz. On Fig. 5 to
8, SE and EE are given by taking into account this bandwidth
and are respectively expressed in bits/s and bits/J.

We assume that the inverse of amplifier efficiency is equal
to φ = 2, the circuit power is Q = 10 mW, and the transmit
power budget of each user is P1 = P2 = 10 mW. We
set the normalization factors for SE and EE (KS and KE)
individually in each figure. KS is used to make the spectral
efficiency value of the same magnitude as that of the energy
efficiency. Therefore, KS can be viewed as a fixed power
consumption. A larger value of KS means the IoT users
have higher priority. Consequently, the units of the objective
functions in the following figures are bits/J.

In Fig. 5, we plot the sum of objective functions versus
the number of users in each group (eMBB users group and
IoT users group). We assume that NeMBB = NIoT . Thus, all
users belong to S1 ∪ S2. The figure shows that our proposed
clustering and MA strategy always outperforms the others.
From the former numerical analysis in Fig. 4, the fact that
OMA outperforms NOMA implies that the advantage of OMA
in the clusters where the MOP objective function is w1SE1+
w2EE2 is more dominating.

In Fig. 6, contrary to Fig. 5, we fix NIoT = 6 and increase
the number of eMBB users, NeMBB . Unlike in Fig. 5 where
the proposed clustering followed by OMA is always better than
NOMA, it is observed in Fig. 6 that the proposed clustering
followed by NOMA outperforms OMA when NeMBB is large.
In this case indeed, the eMBB users that do not belong to
S1 ∪ S2 form the clusters for which subproblem 1 (w1SE1 +
w2SE2) is solved. As seen in Table I, NOMA has a better
achievable SE than OMA for this MOP. The two curves of
OMA have exactly the same values because w1 = 0.5 keeps
the objective functions of all users the same for the two MA
clustering, which will be further confirmed by Fig. 8.

In Fig. 7, we change the circuit power of each user. While
the proposed clustering always has a better performance, we
see that the proposed scheme converges to NOMA of both
clustering, because when the objective function of eMBB users
are quite dominating for large circuit power, clustering does
not play an important role and NOMA has an advantage than
OMA for eMBB users.

Finally in Fig. 8, performances of various clustering strate-
gies and MA schemes are compared with respect to the weight
w1. It is observed that the proposed clustering strategy has a
better performance for all values of w1, more specifically for
small and medium values of w1. Please note that small w1

implies focusing on optimizing the strongest channel. This
is consistent with our motivation to propose the clustering
method, which is to pair the strongest channel with the
weakest channel to suppress interference so that the users with
strong channels reach higher performance. For large w1 values,
the random clustering performs similar to the proposed one,
because more strong channels are optimized since some users
with higher gain might be the weakest user (user 1) in a cluster
for random clustering, which can never happen in the proposed
clustering. By comparing the proposed clustering followed by
NOMA (blue curve) with the proposed clustering followed by
OMA (red curve), we observe that NOMA outperforms OMA
for small and large values of w1, which is quite consistent
with the numerical analysis in Fig. 4.
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Fig. 5: Performance vs. NeMBB = NIoT when w1 = 0.4 and
KS = 30,KE = 1.

V. CONCLUSION

This paper has proposed an adaptive multiple access strategy
combined with clustering and power optimization for multi-
objective optimization problems that model a combination of
IoT and eMBB users coexisting within a cell. We showed
through extensive simulations that the proposed strategy out-
performs non adaptive MA and other clustering algorithms. In
the context of dense networks with massive numbers of IoT
and heterogeneous users’ Quality of Service, such joint MA,
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Fig. 6: Performance vs. NeMBB when NIoT = 6 and w1 =
0.5. KS = 100 and KE = 1.
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Fig. 7: Performance vs. Q. NIoT = 8, NeMBB = 8 and
w1 = 0.5. KS = 30 and KE = 1.

clustering and power optimization strategies can consequently
provide large benefits.
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