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Abstract 

This article presents the results obtained in applying an innovative and optimized approach to textual semantic analysis in 
the service of decision-making. Significant improvements have been made in the existing procedures of sentiment and 
recommendation analysis, and in opinions mining, to enable better-motivated decisions and benefit from big data. These 
improvements concerned, especially, the support of the notions of aspects, attention and subjectivity to lighten the 
treatments, well adapted in the context of big data. The results obtained show the interesting contribution of the approach 
to the specific field of business intelligence (BI) relative to user behaviors analysis. 
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1. Introduction 

This article presents a research on applying sentiment and recommendation analysis, opinion mining and 
user behavior understanding to Business Intelligence (BI). The work and its results are part of a general 
research strategy on economic intelligence and their exploitation in the context of Big Data. 

 
In this context, data comes mainly from the reviews and opinions of users/customers, reported via social 

medias, forums, blogs, sales sites, etc., on all kinds of topics, such as events, products, attitudes, etc., to 
express their sentiments and experiences. The formalization of sentiment and recommendation analysis, and 
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the exploration of users’ opinions and experiences, have become a major issue in the BI domain. Indeed, 
several studies and statistics confirm that more than 80% of users shopping on the Internet consult the 
comments and opinions of former users before making their own purchases [49]. Recommendations influence 
our opinions about products, services, etc., and therefore influence our purchases.  

 
Moreover, despite advances in this area, several recent studies show that only 29% of companies and 

organizations use the data in their decisions [48]. The main reason for this is that existing solutions are not yet 
mature enough while the cost of implementing them is still too high. These technologies can also be used to 
enable companies to measure and better protect their reputation.: Individuals who use the Internet freely to 
express sentiments and opinions on everything can damage the reputation and activities of organizations. The 
latter must take these phenomena into account to protect themselves better. E-reputation has also become a 
new emerging field of research. Businesses and institutions therefore, have a great interest in understanding 
feedback from their customers. They must invest heavily in automatic systems analysis, to be helped to adapt 
to users' requirements and improve their profits; in the new open world of business intelligence that is the 
Web. 

 
The phenomena of business data analysis for intelligence purposes in the context of Big Data challenges 

the traditional methods and approaches of modeling, design, implementation and evaluation of information 
and decision systems. Thus, the integration of new technologies, such as semantic textual analysis and 
artificial intelligence [50], is an unavoidable necessity. Whereas most existing solutions deal mainly with 
structured data, they must evolve to survive in the context of big and unstructured data. They encounter 
several problems when it comes to integrating and/or federating unstructured heterogeneous data sources as 
natural language texts: the exact meaning of words and thus texts in their contexts is very difficult to detect 
and to exploit. These problems are even more accentuated, in the case of Web texts often written with short 
texts (SMS), abbreviations, acronyms, styles & very particular elements of speech such as irony, humor, and 
so on. 

 
To answer these questions, we have engaged in a research work as part of a global approach whose 

objective is to set up innovative methods to deal with the specific problems still posed by the semantic 
analysis of textual data in the service of decision-making. The goal is to make improvements to existing 
procedures used in sentiment and recommendation analysis and in opinion mining to enable better motivated 
decisions and benefit from big data. This will allow organizations to know how their products and services are 
perceived and to adapt them to the demands of their users/customers.  

 
The issues raised during this work may relate to several areas of BI research but, with a view to 

simplification, we concentrated our research and development efforts on sentiment analysis and opinion 
mining. We were interested in the semantic analysis of unstructured and noisy data for the sentiment analysis.  

This article is structured as follows. The first part will be devoted to a review of the state of the art, 
followed by a second part on the issues raised. In the third part, we present our contribution, before concluding 
the article. 

2. State of the art 

This part is devoted to a review of the state of the art in sentiment analysis in the context of Big Data, 
according to the following major points: semantic sentiment analysis, domains of use of sentiment analysis 



 Hammou FADILI 3 

and opinion mining, the different levels of analysis and, finally, the different approaches to calculating 
polarities. 

 
 
 
 
A. Sentiment analysis and semantic text mining  

 
A sentiment is a tendency to feel an emotion about an object or about a person [1] [2]. It also includes 

people's opinions, evaluations and feelings about entities, events, etc. [6]. In the context of Big Data, 
sentiments are often expressed in writing through product reviews, websites, blogs, discussion forums, and so 
on. In the context of the Web, these writings often convey messages and opinions difficult to detect and 
extract, because they are frequently expressed in languages and styles specific to the Web: SMS, acronyms, 
abbreviations, irony, humor, etc. 

 
Sentiment analysis consists in attributing a relative polarity to subjective elements (words and sentences 

that express opinions, sentiments, emotions, ...) to decide on the orientation of a document (Turney, 2002). 
The interest in sentiment analysis and opinion mining, in a context where taking charge of several important 
elements such as speech acts, metaphor, frozen idiomatic expressions ..., naturally situates sentiments analysis 
in the general context of semantic text analysis of Big Data in the service of business intelligence. Big Data 
here is defined as consisting mainly of massive, unstructured & heterogeneous textual data 

 
Given the nature of the data, mainly textual, the techniques used to detect the messages conveyed and the 

opinions, must exploit Natural Language Processing (NLP) and linguistics to identify the polarity (positive, 
negative, or neutral) of a word, a sentence, a text or even a corpus. 

 
B. Domains of use 

 
Sentiments analysis is based, for the most part, on text mining. It can target the study, the detection and the 

extraction of sentiments, opinions, emotions and subjectivities in the text (Pang et al., 2004) in specific areas, 
such as advertising, marketing, production, business, politics, psychology, etc. 

 
C. Classification of sentiment analysis technologies 

 
Sentiment analysis can be used in several areas and for different needs: studies of the polarities and 

subjectivities of words (SentiWordNet and equivalents), expressions (phrases), documents (the most common 
case), corpora, etc. This involves different approaches and strategies characterized by different levels of 
analysis. 

 
1) Word level analyses  

 
Word level analyses deal with the polarities of words. They represent the bases of the analyses of the other 

levels: sentence, expression and document. Word level analyses are of two types: those based on lexicons of 
sentiments and those based on corpora. 

 
2) Lexicon-based approaches for sentiment analysis  
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These approaches are considered unsupervised as they exploit dictionaries and lexicons where the words 

are characterized by polarity scores (cf. [44]). For example, the positive score of the word “excellent” is 0.8, 
its neutral score is 0.3 and its negative score is 0 (see [45]). Several methods are then used to calculate the 
polarity of several words: opinions, sentences, paragraphs and documents. 

 
3) Corpora-based approaches for sentiment analysis 

 
This kind of methods is considered supervised as it exploits a pre-processed corpus, i.e., a corpus that has 

been already annotated in order to train and learn a polarity classifier. In general, in this case, we cannot be 
limited to the "Positive", "Neutral" and "Negative" polarities, but we can enrich and refine the classes of 
polarities with others according to needs. 

 
4) Sentence-level analyses  

 
The phrase refers to a small group of words, forming a conceptual unit, usually a component of a clause. 

Sentiment analysis of the level of the sentence is as important as sentiment analysis of the level of the word. It 
allows the analysis of the higher levels: expression, document, etc. It is an important element in the process of 
analyzing sentiments. Several studies have been conducted in this area. They exploit systems based either on 
machine learning [46], on statistical models [47] or on dictionaries of polarity [45].  

 
5) Expression level analyses 

 
The term also called "complete sentence" refers to a set of words that is complete, usually containing a 

subject and a predicate, conveying a statement, question, exclamation…; and consists of a main clause and 
sometimes one or more subordinate clauses. An expression can express a thought, a sentiment, an opinion, 
etc. 

 
Several studies have also been conducted in this area (see [34]) and technologies for the classification of 

complete sentences were developed based on machine learning. The comments are first pretreated and 
annotated with grammatical annotations, among others. Their polarity is then calculated by combining partial 
results (words and sentences), using algorithms such as [29] based on statistical methods combined with a 
log-likelihood computation to calculate the scores.   

 
6) Document level analyses 

 
This kind of analysis looks at the sentiment of the whole document, for example, of specific piece of 

information, an opinion, a comment, a forum, a blog, etc. Several works have been done for the sentiment 
analysis of the document. They generally exploit machine learning-based approaches for classifying and 
inferring the polarity at the document level. In [48], the authors exploited unsupervised methods to classify 
documents using several steps: 

 
• They extracted adjectives and adverbs using grammatical annotation systems, 
• Then they extracted the sentences and their polarities ([31]) 
• Finally, they calculated the average to deduce the polarity of each document. 
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The results obtained were of the order of 70%. 
 
 
 
 
 
D. Polarity measurements 

 
From a technological point of view, the Big Data context imposes the use of machine learning for 

calculating polarity. Several studies have shown that: training a system on large amounts of data greatly 
increases its performance. Big Data is therefore a considerable asset for machine learning-based systems. 

 
In this section, we will present some methods for classification and calculating scores and polarities; which 

fall into two categories: 
 

- Unsupervised calculation methods, from lexicons of sentiments 
- Supervised calculations methods, from annotated corpora 

 
1) Unsupervised calculations from lexicons of sentiments   

 
Lexical based methods of sentiments calculation are unsupervised because they do not require annotated 

corpora. They are based on the automatic extraction of discriminant characteristics (features) from text and 
the exploitation of sentiments lexicons from resources such as SentiWordNet [66] and SentiStrength [71] for 
classification. 

 
In [49] for example, the authors calculate the sum of a synSet scores for different Tags of words, to which 

they associate a polarity (negative, neutral, positive). Note that for Tags that are not in SentiWordNet, they 
associate the score 0. They also refined the analysis by choosing the right score according to the grammatical 
category (noun, adjective and verb). They explain this by the following example: the word "short" admits 11 
adjectives, 3 nouns, 7 adverbs and 2 verbs for the different meanings. For the adjective Tag, the term "short" 
is -1, for the nounTag the term is 0, and so on. 

 
The methods in this category are based on additional features that can refine the analysis. We can target a 

point of view of analysis, for example a product, an organization, a service, a theme, etc. In [61], the authors 
explain their process as follows: they targeted a product and then extracted some features from user 
comments. They then identified the comments of each characteristic (by grouping or clustering), then 
designated all the comments of a positive, neutral or negative characteristic. Finally, they refined their 
experiences by combining the results obtained for each characteristic of a product. 

 
Our approach belongs to and improves this last category. Instead of limiting the calculations directly to 

combinations of the scores of certain characteristics, we extend and enrich all the characteristics that we 
extract automatically and confront with a sentiment lexicon to submit to a recurrent neural network (RNN) 
with long-term memory (LSTM), on which improvements have been made, for the calculation of the global 
polarity (see our approach below).   

 
2) Supervised calculations methods, from annotated corpora  
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The classification methods based on annotated corpora are supervised, they need an annotated corpus. 

They are used to train and learn automatic polarity measurement systems. The research in this area is slim, 
because of the difficulties involved in manual annotation processes, especially in the case of Big Data. Among 
research works conducted in this category, we find, for example, [47], where several news articles were 
classified into 7 categories ranging from 1 (very negative) to 7 (very positive) (cf. [56]). 

 
3) « Emoticons » based calculations methods 

 
Another way to calculate polarity scores is to use emoticons, which are icons that express an emotion, a 

state of mind, a sentiment, feeling, and so on. They are often used in social networks such as Facebook, 
Twitter. Several works have exploited emoticons for classification. Contents containing positive emoticons 
have been classified as positive, those containing negative Emoticons are classified negative and those 
containing no emoticons are classified as neutral (see [59]). The use of emoticons is limited and does not 
represent a solution in itself, because, on the one hand, not all documents include emoticons and, on the other 
hand, several studies have shown that there is often a mismatch between the emoticons and the associated 
sentiments. 

3. Problems and motivation 

From the point of view of content, sentiment analysis has become an important discipline in Big Data 
mining. Although there are several proposals and approaches in the literature, there is no solution that can 
support all aspects of sentiments analysis. Their numerous limitations are due to several considerations, as 
reflected the following findings, among others: 

 
• The quality of sentiment analysis depends on the degree of support for the semantics of the texts that 

convey them; 
• The presence of sentiments and opinions is conditioned by subjectivity; 
• Sentiments depend on the domain, on the analytical point of view, etc. 
• Sentiments analysis requires substantial data and technological resources, in addition to sophisticated 

processing systems. 
 

We consider that these aspects, poorly or not at all modeled and supported in the current systems, are 
important in terms of optimization and efficiency. They constitute the basis of the problems to be solved in 
our work, which will be presented through the two prisms of subjectivity and semantics for sentiments 
analysis. 

 
From the technological point of view, we believe that these aspects remain challenges for sentiment 

analysis, but also that they will be addressed by possible improvements in the exploitation of advanced 
artificial intelligence technologies to extract the knowledge inherent in the text. 

 
Indeed, overall, there are several technologies used in the field of sentiment analysis. According to the 

literature, deep learning technology (Deep Learning) is now, by far, the most popular and exploited 
technology. It provides the best results compared to other technologies, especially in the context of Big Data. 
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Most of the existing technologies exploit the words in text directly, regardless of their meanings or their 
order. The most commonly used technology in this field "Word Embeddings" or "Word2Vec" and its various 
implementations (SKIP-GRAM & CBOW) [33], which does not ‘learn’ the meaning of words nor their order 
in their vector’s representations. It is obvious that the loss of order implies ‘automatically' the loss of 
semantics: moreover, we know several sentences, where the meaning changes when we change the order of 
words. Implementing technological solutions that take into account the meaning and order of words can make 
significant improvements. This is a first major technological problem we considered in current work. 

 
Another problem encountered by the deep learning architectures exploited in the field of sentiment analysis 

is the fixed size of networks. A configured and trained classical neural network keeps its parameters 
throughout its entire life cycle. This poses a problem in the case of sentences, paragraphs, texts, etc. composed 
of variable numbers of words and has had a decisive impact in the choice of our solution. We adopted 
approaches based on an improved variant of recurrent neural networks (RNN) that are independent of the 
number of words to be processed and therefore the length of sentences and documents. We used N-GRAMS 
and sliding windows of fixed sizes to work around this problem, despite the loss of information occasioned by 
the fact that the meaning of a word is related to the sentence containing it and not necessarily to a window of 
words that surround it. 

 
Additionally, deep learning means multilayer architectures, which in some cases can be composed of a 

large number of layers. It can be argued that since: 
 

- The training of the network is done by the optimization of the parameters minimizing the 
prediction error, by the backpropagation of the error; 

- The optimization is done by the gradient descent method, which is used to modify the 
coefficients (parameters of the system); 

- In the case of a recurrent network, the learning is calculated by multiplying the coefficients of a 
layer by a specific value, λ, calculated from the loss, as many times as the rank of the layer in 
the network; 

 
Then: 
 

- If λ  is less than 1, the learning of the first layers is multiplied by a number close to zero, so they 
do not learn anymore. We speak in this case of the Vanishing of the Gradient; 

- If λ   is greater than 1, the learning of the first layers is multiplied by a high number, provoking 
the explosion of the coefficients (no learning either). In this case, we speak of Explosion of the 
Gradient. 

- Addressing the problem of the vanishing or the explosion of the gradient is another important 
element we consider. 

 

4. Our contribution and experimentations 

A. Context of the work 
 

This section briefly recalls the general context of the work; in terms of issues and activities, and their 
evolution. 
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Initially, this work was done in the context of several projects on the analysis and exploitation of structured 

data and more specifically on business intelligence (BI) from databases. The evolutions of information 
systems and uses, generating significant amounts of heterogeneous data and nonexistent or complex data 
models, forced us to extend our processes to all kinds of data (not just structured) by integrating the semantic 
analysis of unstructured and more specifically textual data. 

 
B. Our approach and experiments 

 
The scientific and experimental approaches we adopted are of two types: those related to contents and their 

semantics, and those considering the technological and processing problems. 
 
From the technological point of view, we have made the choice of using deep architectures because they 

have been tested and successfully used in the case of natural language processing, and also because they are 
well adapted to sentiments analysis. During our work, several configurations were tested, some of which 
generated a lot of difficulties and/or were abandoned because of certain layouts of symbolic and 
numerical/statistical layers in the learning models. The location of symbolic models in the general process 
was a problem; because they are difficult to set up, except for very limited cases. They require a lot of 
resources and knowledge, and therefore a lot of work.  

 
To circumvent these difficulties, we integrated unsupervised models upstream of the process. These 

models are based on mathematical calculations in optimized, well-adapted semantic spaces. The advantage is 
that one does not need previously processed information; the data to be analyzed and the mathematical models 
are used directly to deduce the learning models and their representations. 

 
This approach has the advantage of combining the two kind of learning (supervised and unsupervised), at 

different levels, and with specific layout. Its originality lies in the fact that, on the one hand, it incorporates 
important notions into the model of the sentiments analysis: polarity, subjectivity, etc. while, on the other 
hand, it uses these notions to generate a rich semantic data model on which we applied the learning 
algorithms. 

 
As previously mentioned, deep learning has been successfully exploited in many areas including natural 

language processing. One of the best uses is the generation of dense semantic vector spaces (Mikolov 2013). 
More recently, deep learning networks were then enhanced by creating Recurrent Neural Networks (RNNs) to 
support sequential data, where each state is calculated from its previous state and the new entry. These 
recurrent networks can propagate information in both directions: to the input layers and to the output layers. 
They are an implementation of neural networks, close to the functioning of the human brain, where 
information can spread in all directions while exploiting memory via recurrent connections propagating the 
information of a subsequent learning (information stored). 
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Fig. 1. Adaptation of a deep architectures for sentiments analysis 

 
The depth of RNNs can be high because of their sequential nature, generally depending on the number of 

words to be processed. This can provoke: 
 

- Vanishing of the Gradient in the first layers and stopping learning from a certain depth 
- Explosion of the Gradient in the first layers and stopping learning from a certain depth 

 
The Long Short-Term Memory (LSTM) architecture of RNNs was designed to address these issues, by 

optimizing control gates for the propagation of information in the network.  
 
For the needs of Big Data, we adopted and improved the LSTM architecture initially based on three gates. 

We have additionally integrated the concepts of perspective, followed by the notion of attention. The new 
LSTM model now allows to control: 

 
- What to use from the input 
- What to use from the hidden state 
- What to send to the output 

 
and this depending on the chosen point of view or perspective and by paying attention to relevant elements. 
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Fig. 2. Graphic version of our algorithm 

 
These gates allow to cancel certain information that is useless for prediction and to reinforce other 

elements. It can be demonstrated mathematically that this architecture, in addition to optimizing the 
calculations in Big Data, makes it possible to solve the problems related to the vanishing and explosion of the 
gradient described above. 

 
From a technological perspective, we have adapted the global semantic context model for the specific 

treatments of subjectivity, polarity, irony, metaphor, expressions (locutions). The notion of semantic context 
we are talking about here concerns all the parameters that can influence the meaning of words in the context 
of BI. This is a difficult notion to define, because there are no studies today defining in an exhaustive manner 
this notion in general and in the field of BI. It has been deduced that the context in the domain of BI can also 
be viewed as an aggregation of parameters of the context of the natural language (H. FADILI 2017), increased 
by new parameters specific to BI. 

 
It should be noted that, in this section, only the new parameters that are to be combined with those of the 

natural language will be presented to form the overall context for BI. We classified them as following: 
 

- Subjectivity: parameters to represent the subjectivity or not, of a word, a sentence, a 
document, etc. 

- Polarity: parameters to represent the polarity, of a word, a sentence, a document, etc. 
- Discourse analysis context: parameters to represent aspects of discourse analysis: irony, 

metaphor, expression, etc. 
 
The detection of subjectivity consists in determining if a unit of language (word, phrase, document) 

expresses a personal attitude, an opinion, etc. and, if so, what is its polarity? Polarity has been conditioned by 
subjectivity to lighten the processing. At the level of the approach, the innovation consists of associating 
subjectivity to the sense and not to the words, to circumvent the issue of ambiguity negatively impacting the 
subjectivity and polarity calculations. We have distinguished two phases of analysis, after the disambiguation 
phase: 

 
- Calculation of subjectivity, followed by 
- Polarity calculation. 

 
Indeed, a subjective word can have different polarities depending on the context. Its meaning can be 

modified by irony, humor, etc. Disambiguation alone is not enough. Dictionaries, mapping tables and 
ontologies can be used to model and represent certain elements of the context. We can, for example, use 
mappings to recognize the use of words in a domain, to find the complete forms of acronyms and initials or 
even to extract expressions for specific treatments. 

 
As with natural language, sentiment analysis also needs the most complete representation of a word, a text 

(comment, recommendation, etc.), or a corpus, to capture all the discriminating information needed to deduce 
its exact polarity. Figure 1 models a representation of these elements, integrating several important notions for 
the analysis of unstructured data in the service of BI. 
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Fig. 3. Semantic model augmented by subjectivity, polarity and elements of discourse 

 
C. Test scenarios 
 
Several modules and programs have been developed that implement the elements of the overall process, 

mainly: 
 

- Automatic extraction of the various semantic features of words and texts for sentiments 
analysis. 

- Implementation of a deep learning system based on RNN and LSTM model with the 
attention and domain mechanisms described previously. 

- We have also designed a development environment that centralizes access to all modules: 
- Integration of all the elements in a single workflow implementing all the modules of the 

process. 
 
As required in ‘honest’ machine learning systems, we divided the generated learning data into three parts: 
A first part, representing 20% of the dataset, was used for validation, to optimize the hyper-parameters of 

the system: the learning step, the type of the activation function and the number of layers. 
 
The rest of the dataset was divided into two parts: 
 

- 60% for training, to estimate the best coefficients (wi) of the neural network function, 
minimizing the error between the real outputs and the desired outputs. 

- 20% for tests, to evaluate the performance of the system. 
 
During the learning phases, the system is autonomous. It generates the characteristics (features) of the text 

for the training, so that the trained model will be able to deduce the correct sense of each word of the text, as 
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well as the subjectivity and the polarity of the concerned elements (words, sentences, documents, corpora, 
etc.), when applied to unseen data. 

 
D. An overview of the results 
 
The results obtained during training and testing of the system are shown in Figures 2 and 3. 
 
1) Evolution of accuracy during training & tests 
 

 
Fig. 4. An overview of the results: accuracy 

 
2) Evolution of the loss during training & tests 
 

 
Fig. 5. An overview of the results: loss 

 
The results of the tests show the good performance of the approach, from the evolutions of the accuracies 

and the errors. The system succeeds thanks to the learning on a part of the instances to deduce in the end the 
polarity of the concerned elements (corpus, document, paragraph or sentence) with better rates of precision 
and error. 
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5. Conclusion 

Sentiment analysis has become a very important discipline in the exploitation of Big Data. Although there 
are several proposals and approaches in the literature, there is at present no solution that can handle all the 
requirements of the sentiment analysis process, especially, the support of the notions of aspects, attention and 
subjectivity to lighten the treatments of large masses of data. It is in this context that we have proposed a 
solution that targets the following aspects: 

 
- Improved disambiguation at the beginning of the process; 
- Better use of global context to deduce semantics and then subjectivity and polarity; 
- Potential for mapping ontologies and other knowledge bases to solve problems such as 

acronyms, SMS, phrases (expressions), etc. 
- Implementation of an optimized LSTM version of a deep neural network, with the attention 

and aspects notions. 
 
At the current state of progress of the project, only a part of the problems described above has been 

addressed and solved; the remaining parts constitute our planned future work. 
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