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Abstract

This article presents the results obtained in apglgn innovative and optimized approach to texseghantic analysis in
the service of decision-making. Significant improents have been made in the existing proceduregrdfment and
recommendation analysis, and in opinions mininggriable better-motivated decisions and benefit foigndata. These
improvements concerned, especially, the supporthefnotions of aspects, attention and subjectitdtylighten the
treatments, well adapted in the context of big dakee results obtained show the interesting comtidin of the approach
to the specific field of business intelligence (Bd)ative to user behaviors analysis.

Keywords: Machine learning, Modeling and predictiblatural Language Processing, Neural models, BétsaSentiments analysis,
Text Mining

1. Introduction

This article presents a research on applying semtirand recommendation analysis, opinion mining and
user behavior understanding to Business Intelligef®l). The work and its results are part of a gehe
research strategy on economic intelligence and éxpiloitation in the context of Big Data.

In this context, data comes mainly from the reviemsl opinions of users/customers, reported viaasoci
medias, forums, blogs, sales sites, etc., on allikiof topics, such as events, products, attituetes, to
express their sentiments and experiences. The fizatian of sentiment and recommendation analyesisl
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the exploration of users’ opinions and experientesie become a major issue in the Bl domain. Indeed
several studies and statistics confirm that moan tB0% of users shopping on the Internet conseailt th
comments and opinions of former users before matkiag own purchases [49]. Recommendations inflaenc
our opinions about products, services, etc., aackfbre influence our purchases.

Moreover, despite advances in this area, sevecantestudies show that only 29% of companies and
organizations use the data in their decisions [#B§ main reason for this is that existing solwiare not yet
mature enough while the cost of implementing therstill too high. These technologies can also lesl us
enable companies to measure and better protectréqitation.: Individuals who use the Interneefyeto
express sentiments and opinions on everything eamde the reputation and activities of organizatidme
latter must take these phenomena into accountdtegtrthemselves better. E-reputation has alsorbec
new emerging field of research. Businesses anitutishs therefore, have a great interest in undeding
feedback from their customers. They must invesvihea automatic systems analysis, to be helpeddapt
to users' requirements and improve their profitsthe new open world of business intelligence thahe
Web.

The phenomena of business data analysis for gégitie purposes in the context of Big Data challenge
the traditional methods and approaches of modetiegign, implementation and evaluation of informati
and decision systems. Thus, the integration of mestnologies, such as semantic textual analysis and
artificial intelligence [50], is an unavoidable essity. Whereas most existing solutions deal maivitj
structured data, they must evolve to survive in ¢batext of big and unstructured data. They en@unt
several problems when it comes to integrating anféderating unstructured heterogeneous data spase
natural language texts: the exact meaning of wardsthus texts in their contexts is very diffictdtdetect
and to exploit. These problems are even more agatadt, in the case of Web texts often written gitlort
texts (SMS), abbreviations, acronyms, styles & v@ayticular elements of speech such as irony, hyarat
so on.

To answer these questions, we have engaged inearcbswork as part of a global approach whose
objective is to set up innovative methods to de#h whe specific problems still posed by the sericant
analysis of textual data in the service of decisitaking. The goal is to make improvements to exgsti
procedures used in sentiment and recommendatidgsiésiand in opinion mining to enable better maibeh
decisions and benefit from big data. This will allorganizations to know how their products and isevare
perceived and to adapt them to the demands ofuisens/customers.

The issues raised during this work may relate teeisd areas of Bl research but, with a view to
simplification, we concentrated our research andebipment efforts on sentiment analysis and opinion
mining. We were interested in the semantic analysismstructured and noisy data for the sentimeatyesis.

This article is structured as follows. The firstripwill be devoted to a review of the state of to,
followed by a second part on the issues raisethdrhird part, we present our contribution, befomacluding
the article.

2. State of theart

This part is devoted to a review of the state ef éint in sentiment analysis in the context of Bigtd)
according to the following major points: semantntment analysis, domains of use of sentimentyaisl
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and opinion mining, the different levels of anasysind, finally, the different approaches to calintp
polarities.

A. Sentiment analysis and semantic text mining

A sentiment is a tendency to feel an emotion alaoubbject or about a person [1] [2]. It also indsd
people's opinions, evaluations and feelings abatities, events, etc. [6]. In the context of Bigt®a
sentiments are often expressed in writing througitpct reviews, websites, blogs, discussion forians, so
on. In the context of the Web, these writings oftemvey messages and opinions difficult to detext a
extract, because they are frequently expresseanigubges and styles specific to the Web: SMS, goten
abbreviations, irony, humor, etc.

Sentiment analysis consists in attributing a reéapolarity to subjective elements (words and sergs
that express opinions, sentiments, emotions,o..decide on the orientation of a document (Tur2992).
The interest in sentiment analysis and opinion nginin a context where taking charge of severaloirtamt
elements such as speech acts, metaphor, frozenatimexpressions ..., naturally situates sentimanalysis
in the general context of semantic text analysiBigfData in the service of business intelligeri8igy Data
here is defined as consisting mainly of massivefrustured & heterogeneous textual data

Given the nature of the data, mainly textual, #Ehhiques used to detect the messages conveyedtieand
opinions, must exploit Natural Language ProcesghigP) and linguistics to identify the polarity (pthee,
negative, or neutral) of a word, a sentence, adegten a corpus.

B. Domains of use

Sentiments analysis is based, for the most partextmmining. It can target the study, the detettod the
extraction of sentiments, opinions, emotions argjestivities in the text (Pang et al., 2004) indfie areas,
such as advertising, marketing, production, busingslitics, psychology, etc.

C. Classification of sentiment analysis technologies

Sentiment analysis can be used in several areadoandifferent needs: studies of the polarities and
subjectivities of words (SentiWordNet and equivéd@nexpressions (phrases), documents (the mostnoom
case), corpora, etc. This involves different apphes and strategies characterized by differentldeot
analysis.

1) Word level analyses

Word level analyses deal with the polarities of dgrThey represent the bases of the analyses otltke
levels: sentence, expression and document. Wosad &nalyses are of two types: those based on lesiob

sentiments and those based on corpora.

2) Lexicon-based approaches for sentiment analysis
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These approaches are considered unsupervisedyasxpieit dictionaries and lexicons where the words
are characterized by polarity scores (cf. [44]) Example, the positive score of the word “exceflén 0.8,
its neutral score is 0.3 and its negative scoi@ (see [45]). Several methods are then used twlastdcthe
polarity of several words: opinions, sentencesagaphs and documents.

3) Corpora-based approaches for sentiment analysis

This kind of methods is considered supervised agptoits a pre-processed corpus, i.e., a corpatshiis
been already annotated in order to train and lagoolarity classifier. In general, in this case, camnot be
limited to the "Positive", "Neutral" and "Negativg@blarities, but we can enrich and refine the dassf
polarities with others according to needs.

4) Sentence-level analyses

The phrase refers to a small group of words, fogr@nconceptual unit, usually a component of a €éaus
Sentiment analysis of the level of the sentenees isnportant as sentiment analysis of the levéhefword. It
allows the analysis of the higher levels: expressitocument, etc. It is an important element inpgracess of
analyzing sentiments. Several studies have beetucted in this area. They exploit systems baséduaretdn
machine learning [46], on statistical models [4i7ba dictionaries of polarity [45].

5) Expression level analyses

The term also called "complete sentence" refera s@t of words that is complete, usually contairang
subject and a predicate, conveying a statemenstigue exclamation...; and consists of a main claarse
sometimes one or more subordinate clauses. An ssiprecan express a thought, a sentiment, an opinio
etc.

Several studies have also been conducted in th& @ee [34]) and technologies for the classificatf
complete sentences were developed based on malg@ngng. The comments are first pretreated and
annotated with grammatical annotations, among sthreir polarity is then calculated by combiniragtjal
results (words and sentences), using algorithmh asc[29] based on statistical methods combinet wit
log-likelihood computation to calculate the scores.

6) Document level analyses

This kind of analysis looks at the sentiment of thieole document, for example, of specific piece of
information, an opinion, a comment, a forum, a ble. Several works have been done for the sentime
analysis of the document. They generally exploitchige learning-based approaches for classifying and
inferring the polarity at the document level. Ir8]4the authors exploited unsupervised methoddassify
documents using several steps:

. They extracted adjectives and adverbs using graimahainnotation systems,
. Then they extracted the sentences and their peR([B1])
. Finally, they calculated the average to deducetiarity of each document.
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The results obtained were of the order of 70%.

D. Polarity measurements

From a technological point of view, the Big Datantaxt imposes the use of machine learning for
calculating polarity. Several studies have showat:tkraining a system on large amounts of datatigrea
increases its performance. Big Data is therefarersiderable asset for machine learning-basedregste

In this section, we will present some methods fassification and calculating scores and polaritesich
fall into two categories:

- Unsupervised calculation methods, from lexiconsesftiments
- Supervised calculations methods, from annotateporar

1) Unsupervised calculations from lexicons of sentisien

Lexical based methods of sentiments calculationuaipervised because they do not require annotated
corpora. They are based on the automatic extradtfiatiscriminant characteristics (features) fromt tand
the exploitation of sentiments lexicons from resesrsuch as SentiWordNet [66] and SentiStrengthfpfl
classification.

In [49] for example, the authors calculate the sifra synSet scores for different Tags of wordsyhich
they associate a polarity (negative, neutral, p@it Note that for Tags that are not in SentiWoetiNhey
associate the score 0. They also refined the asddyschoosing the right score according to thergnatical
category (noun, adjective and verb). They explhis by the following example: the word "short" atell
adjectives, 3 nouns, 7 adverbs and 2 verbs fodifferent meanings. For the adjective Tag, the téshort"
is -1, for the nounTag the term is 0, and so on.

The methods in this category are based on additfentures that can refine the analysis. We cagetaa
point of view of analysis, for example a product,axganization, a service, a theme, etc. In [@3d,duthors
explain their process as follows: they targetedradpct and then extracted some features from user
comments. They then identified the comments of eethracteristic (by grouping or clustering), then
designated all the comments of a positive, neutrahegative characteristic. Finally, they refindgbit
experiences by combining the results obtained doheharacteristic of a product.

Our approach belongs to and improves this lastgoaye Instead of limiting the calculations directty
combinations of the scores of certain charactesstive extend and enrich all the characteristies e
extract automatically and confront with a sentimiexicon to submit to a recurrent neural networkN{R
with long-term memory (LSTM), on which improvemethigve been made, for the calculation of the global
polarity (see our approach below).

2)  Supervised calculations methods, from annotatedarar
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The classification methods based on annotated carace supervised, they need an annotated corpus.
They are used to train and learn automatic polangasurement systems. The research in this asimis
because of the difficulties involved in manual aation processes, especially in the case of BigD&among
research works conducted in this category, we ffod,example, [47], where several news articlesewer
classified into 7 categories ranging from 1 (veegative) to 7 (very positive) (cf. [56]).

3) « Emoticons » based calculations methods

Another way to calculate polarity scores is to as@ticons, which are icons that express an emotion,
state of mind, a sentiment, feeling, and so on.yTdi® often used in social networks such as Fadeboo
Twitter. Several works have exploited emoticons dtassification. Contents containing positive emmtis
have been classified as positive, those contaimegative Emoticons are classified negative andethos
containing no emoticons are classified as neuseé (59]). The use of emoticons is limited and dogts
represent a solution in itself, because, on thehamal, not all documents include emoticons andherother
hand, several studies have shown that there is @ftmismatch between the emoticons and the assdciat
sentiments.

3. Problems and motivation

From the point of view of content, sentiment analysas become an important discipline in Big Data
mining. Although there are several proposals angt@ches in the literature, there is no soluticat tan
support all aspects of sentiments analysis. Thaerous limitations are due to several consideratias
reflected the following findings, among others:

. The quality of sentiment analysis depends on tlggesdeof support for the semantics of the texts that
convey them;

. The presence of sentiments and opinions is comgitidoy subjectivity;

. Sentiments depend on the domain, on the analyaat of view, etc.

. Sentiments analysis requires substantial dataenfuhblogical resources, in addition to sophistitate
processing systems.

We consider that these aspects, poorly or notlanatleled and supported in the current systems, are
important in terms of optimization and efficiendyhey constitute the basis of the problems to beesbin
our work, which will be presented through the twasms of subjectivity and semantics for sentiments
analysis.

From the technological point of view, we believatthhese aspects remain challenges for sentiment
analysis, but also that they will be addressed bgsiple improvements in the exploitation of advahce
artificial intelligence technologies to extract tkeowledge inherent in the text.

Indeed, overall, there are several technologies useéhe field of sentiment analysis. Accordingth
literature, deep learning technology (Deep Learniigg now, by far, the most popular and exploited
technology. It provides the best results compaveather technologies, especially in the conteXBigf Data.
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Most of the existing technologies exploit the wondgext directly, regardless of their meaningsthair
order. The most commonly used technology in tlekiff'Word Embeddings" or "Word2Vec" and its various
implementations (SKIP-GRAM & CBOW) [33], which doast ‘learn’ the meaning of words nor their order
in their vector's representations. It is obvioustthhe loss of order implies ‘automatically’ thesdoof
semantics: moreover, we know several sentencegevihe meaning changes when we change the order of
words. Implementing technological solutions th&etato account the meaning and order of wordsneake
significant improvements. This is a first majortieological problem we considered in current work.

Another problem encountered by the deep learniokit@ctures exploited in the field of sentimentlgsa
is the fixed size of networks. A configured andirteal classical neural network keeps its parameters
throughout its entire life cycle. This poses a jpeabin the case of sentences, paragraphs, tegts;@hposed
of variable numbers of words and has had a decisigact in the choice of our solution. We adopted
approaches based on an improved variant of redungural networks (RNN) that are independent of the
number of words to be processed and thereforeethgth of sentences and documents. We used N-GRAMS
and sliding windows of fixed sizes to work arouhtproblem, despite the loss of information ocmasd by
the fact that the meaning of a word is relatechiogentence containing it and not necessarilywimdow of
words that surround it.

Additionally, deep learning means multilayer arebftires, which in some cases can be composed of a
large number of layers. It can be argued that since

- The training of the network is done by the optirtima of the parameters minimizing the
prediction error, by the backpropagation of th@err

- The optimization is done by the gradient descenthow which is used to modify the
coefficients (parameters of the system);

- In the case of a recurrent network, the learningalsulated by multiplying the coefficients of a
layer by a specific value], calculated from the loss, as many times as thk oé the layer in
the network;

Then:

- If A isless than 1, the learning of the first layismultiplied by a number close to zero, so they
do not learn anymore. We speak in this case o¥tmeshing of the Gradient;

- If A is greater than 1, the learning of the firsel@yis multiplied by a high number, provoking
the explosion of the coefficients (no learning eih In this case, we speak of Explosion of the

Gradient.
- Addressing the problem of the vanishing or the esipin of the gradient is another important

element we consider.
4, Our contribution and experimentations
A. Context of the work

This section briefly recalls the general contexttiod work; in terms of issues and activities, anelirt
evolution.
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Initially, this work was done in the context of seal projects on the analysis and exploitationtiafcsured
data and more specifically on business intellige(@B from databases. The evolutions of information
systems and uses, generating significant amounteetfrogeneous data and nonexistent or complex data
models, forced us to extend our processes to radiskof data (not just structured) by integrating semantic
analysis of unstructured and more specificallyuaktata.

B. Our approach and experiments

The scientific and experimental approaches we adbate of two types: those related to contentstiasid
semantics, and those considering the technologitdlprocessing problems.

From the technological point of view, we have m#ue choice of using deep architectures because they
have been tested and successfully used in theofas®ural language processing, and also becaegeatte
well adapted to sentiments analysis. During ourkwgeveral configurations were tested, some of whic
generated a lot of difficulties and/or were abarmtbrbecause of certain layouts of symbolic and
numerical/statistical layers in the learning moddlke location of symbolic models in the generalgasss
was a problem; because they are difficult to setaxzept for very limited cases. They require adbt
resources and knowledge, and therefore a lot okwor

To circumvent these difficulties, we integrated wpervised models upstream of the process. These
models are based on mathematical calculationstim@ed, well-adapted semantic spaces. The advaritag
that one does not need previously processed intommadhe data to be analyzed and the mathematiodkels
are used directly to deduce the learning modelstlagid representations.

This approach has the advantage of combining tlektad of learning (supervised and unsupervised), a
different levels, and with specific layout. Its giriality lies in the fact that, on the one handndorporates
important notions into the model of the sentimesmtalysis: polarity, subjectivity, etc. while, oretlother
hand, it uses these notions to generate a rich rd@mdata model on which we applied the learning
algorithms.

As previously mentioned, deep learning has beenesstully exploited in many areas including natural
language processing. One of the best uses is tiea®n of dense semantic vector spaces (MikoQi32
More recently, deep learning networks were theraroéd by creating Recurrent Neural Networks (RNRIS)
support sequential data, where each state is atéclilfrom its previous state and the new entry.s&he
recurrent networks can propagate information irhkmbtections: to the input layers and to the outpyérs.
They are an implementation of neural networks, elés the functioning of the human brain, where
information can spread in all directions while eifpphg memory via recurrent connections propagathng

information of a subsequent learning (informatitored).
{Transfert de la mé&moire [ récurrence)
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Fig. 1. Adaptation of a deep architectures forisaerits analysis

The depth of RNNs can be high because of theiresgtgal nature, generally depending on the number of
words to be processed. This can provoke:

Vanishing of the Gradient in the first layers atmpping learning from a certain depth
- Explosion of the Gradient in the first layers atmpping learning from a certain depth

The Long Short-Term Memory (LSTM) architecture diliRs was designed to address these issues, by
optimizing control gates for the propagation obimhation in the network.

For the needs of Big Data, we adopted and imprélvedSTM architecture initially based on three gate

We have additionally integrated the concepts ofpective, followed by the notion of attention. Tiew
LSTM model now allows to control:

- What to use from the input
- What to use from the hidden state
- What to send to the output

and this depending on the chosen point of viewessective and by paying attention to relevant elesa
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Fig. 2. Graphic version of our algorithm

These gates allow to cancel certain informatiort feauseless for prediction and to reinforce other
elements. It can be demonstrated mathematically tiia architecture, in addition to optimizing the
calculations in Big Data, makes it possible to edlve problems related to the vanishing and exmhosf the
gradient described above.

From a technological perspective, we have adaptedgtobal semantic context model for the specific
treatments of subjectivity, polarity, irony, metaphexpressions (locutions). The notion of semanbistext
we are talking about here concerns all the parasm¢tat can influence the meaning of words in thetext
of BI. This is a difficult notion to define, becauthere are no studies today defining in an exhaustanner
this notion in general and in the field of Bl. ahbeen deduced that the context in the domair o&B also
be viewed as an aggregation of parameters of thiexoof the natural language (H. FADILI 2017),neased
by new parameters specific to BI.

It should be noted that, in this section, only tiesv parameters that are to be combined with thbsieeo
natural language will be presented to form the alveontext for Bl. We classified them as following

- Subjectivity: parameters to represent the subjigtior not, of a word, a sentence, a
document, etc.

- Polarity: parameters to represent the polarityg wford, a sentence, a document, etc.

- Discourse analysis context: parameters to repreagmects of discourse analysis: irony,
metaphor, expression, etc.

The detection of subjectivity consists in determgniif a unit of language (word, phrase, document)
expresses a personal attitude, an opinion, et.ifigd, what is its polarity? Polarity has beemditioned by
subjectivity to lighten the processing. At the leweé the approach, the innovation consists of as$iog
subjectivity to the sense and not to the wordgittumvent the issue of ambiguity negatively impagthe
subjectivity and polarity calculations. We havetidiguished two phases of analysis, after the disguattion
phase:

- Calculation of subjectivity, followed by
- Polarity calculation.

Indeed, a subjective word can have different ptideridepending on the context. Its meaning can be
modified by irony, humor, etc. Disambiguation aloise not enough. Dictionaries, mapping tables and
ontologies can be used to model and representicataments of the context. We can, for example, us
mappings to recognize the use of words in a dontaifind the complete forms of acronyms and ingtiat
even to extract expressions for specific treatments

As with natural language, sentiment analysis atsds the most complete representation of a waiekta
(comment, recommendation, etc.), or a corpus, pduca all the discriminating information neededitmuce
its exact polarity. Figure 1 models a representatibthese elements, integrating several imporntatibns for
the analysis of unstructured data in the servidglof
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Fig. 3. Semantic model augmented by subjectivityaiity and elements of discourse

C. Test scenarios

Several modules and programs have been developédhiplement the elements of the overall process,
mainly:

- Automatic extraction of the various semantic feasuof words and texts for sentiments
analysis.

- Implementation of a deep learning system based NN Rnd LSTM model with the
attention and domain mechanisms described preyiousl

- We have also designed a development environmentéindralizes access to all modules:

- Integration of all the elements in a single workflimplementing all the modules of the
process.

As required in ‘honest’ machine learning systems divided the generated learning data into thretspa
A first part, representing 20% of the dataset, wsed for validation, to optimize the hyper-paramsetd
the system: the learning step, the type of thevaiitin function and the number of layers.

The rest of the dataset was divided into two parts:
- 60% for training, to estimate the best coefficie(ws) of the neural network function,
minimizing the error between the real outputs dmddesired outputs.

- 20% for tests, to evaluate the performance of yistes.

During the learning phases, the system is autonsmnibgenerates the characteristics (feature)efext
for the training, so that the trained model will &fgle to deduce the correct sense of each wordeateixt, as
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well as the subjectivity and the polarity of thencerned elements (words, sentences, documentspraorp
etc.), when applied to unseen data.

D. An overview of the results
The results obtained during training and testinthefsystem are shown in Figures 2 and 3.
1) Evolution of accuracy during training & tests

acc-d1-1.0d2-1.06-25r-0.0112-0.001 sen-80dim-300h-300¢-3

0 950

Fig. 4. An overview of the results: accuracy

2) Evolution of the loss during training & tests

loss-d1-1.0d2-1.0b-25r-0.0112-0.001 sen-80dim-300h-300¢-3

o

MMWMWWWMWW

it
)

Fig. 5. An overview of the results: loss

The results of the tests show the good performafntlee approach, from the evolutions of the acdesac
and the errors. The system succeeds thanks tedhneig on a part of the instances to deduce irtioethe
polarity of the concerned elements (corpus, doctnaragraph or sentence) with better rates ofigimt
and error.
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5. Conclusion

Sentiment analysis has become a very importaniptiise in the exploitation of Big Data. Althoughette
are several proposals and approaches in the litetathere is at present no solution that can leaatilthe
requirements of the sentiment analysis procesgcely, the support of the notions of aspectgrditbn and
subjectivity to lighten the treatments of large sessof data. It is in this context that we haveppsed a
solution that targets the following aspects:

- Improved disambiguation at the beginning of thecpss;

- Better use of global context to deduce semantidstan subjectivity and polarity;

- Potential for mapping ontologies and other knowtedigses to solve problems such as
acronyms, SMS, phrases (expressions), etc.

- Implementation of an optimized LSTM version of agdeeural network, with the attention
and aspects notions.

At the current state of progress of the projecly an part of the problems described above has been
addressed and solved; the remaining parts corestitut planned future work.
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