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Abstract: 

Large Volume Metrology is essential to many high value industries to go towards the factory of the future, but 

also to many science facilities for fine alignment of large structures. In this context, we have developed a 

multilateration coordinate measurement system, traceable to SI metre, and suitable for outdoor measurements or 

industrial environments. It is based on a high accuracy absolute distance meter developed in-house and shared 

between several measurement heads by fibre-optic links. Thus, from these measurement stations, multiple distance 

measurements of several positions of a target can be performed. At the end, coordinates of the heads and of the 

different target locations are determined using a multilateration algorithm with self-calibration. 

In this paper, the uncertainty of this multilateration coordinate measurement system is determined with a consistent 

metrological approach. First, 13 different sources of errors are listed and quantified. Then, thanks to Monte Carlo 

simulations, the standard uncertainty on a single absolute distance measurement is assessed to 4.7 µm. This 

includes the uncertainty contribution of the telemetric system itself, but also the contributions of the mechanical 

designs of the measurement heads and the target. Lastly, measurements of three-dimensional coordinates of target 

positions are performed in a control environment, then in a large workshop without temperature control: these 

measurements validate the uncertainty assessment of the system. 

 

Keywords: dimensional metrology; Large Volume Metrology; Absolute Distance Metre; coordinate 

measurement system; multilateration technique with self-calibration. 

 

1. Introduction 

Machining and assembly of large components, with measurements carried out as part of the process, is a request 

in many high value industries, for instance in the automotive [1] and aerospace [2] fields. In the latter, the assembly 

tolerances for aircraft wings are lower than 300 μm [2]. In this context, large volume metrology (LVM) is the key 

to enable more accurate coordinate measurements, and thus improve the machine tools, the industrial robots and 

inspection systems employed. Besides that, the particle accelerators, which deliver beams that become increasingly 

smaller and more energetic, require positioning even more accurate, at micrometre levels in a range of hundreds 

of meters [3, 4]. Indeed, their performances highly depend on the relative alignment between their components. 

Lastly, LVM can also be applied over radio telescopes used in geodetic and astrometric very-long-baseline 

interferometry (VLBI) for monitoring of their spatial position and for estimation of their geometrical reference 

point [5, 6]. In this case, a positioning accuracy better than 1 mm is anticipated in the coming years. 

These few examples show the diversity of applications and the levels of uncertainty required. To address these 

challenges, several instruments commercially available offer sub-millimetre uncertainties for coordinate 

measurements. For instance, indoor global positioning systems (iGPS) have a level of uncertainty between 85 µm 

and 500 µm (coverage factor k=1) according to the system configuration [7, 8, 9]. As an alternative, 

photogrammetric systems are also used: some of them, based on dual camera, can achieve uncertainties as low as 

50 μm (k=1) [10, 11]. And when these uncertainty levels become too high for some operations, laser trackers may 

be adopted. Thanks to a laser distance measurement with two angle measurements, they can provide the three-

dimensional coordinate of a retroreflector. Manufacturers claim volumetric accuracy of 10 μm + 5 μm/m [12], a 

value expressed as maximum permissible error (MPE) and which corresponds to an interferometric distance 

measurement. 

In practice, all these instruments present limitations for measurements in industrial environments such as a factory 

workshop without a temperature control: they are sensitive to temperature gradients. The effect is negligible in 

terms of distance travelled by the laser beam, but not in terms of beam deflection, up to several tens of micrometres 

as shown in [13, 14], which has a direct impact on the positioning measurements. Outdoors, this is the air 

turbulences that could lead to losses of the beam signal, and so to the inability to perform interferometric 

measurements with laser trackers. 

In such cases, the multilateration coordinate measurement technique appears as a good solution since it requires 

only distance observations of several positions from multiple stations, generally four. This technique has been 
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demonstrated using fringe counting interferometry with commercial laser tracer devices [15] or using frequency 

scanning interferometry (FSI) systems [16]. 

In this paper, we estimate the uncertainty of a multilateration system based on absolute distance measurements, 

which provides a better flexibility of use and a greater robustness than interferometric systems. Its design lies in 

the use of a single non-interferometric telemetric system shared between four measurement heads thanks to a 

network of optical fibres. The adoption of standard optoelectronic and fibre-optic components coming from the 

telecommunication world and largely available reduces the cost of the system. 

The developed non-interferometric telemetric system is based on the measurement of the phase accumulated by a 

Radio Frequency (RF) modulated light during its propagation in air. Compared to interferometric system, it has a 

higher synthetic wavelength (tens of millimeters versus hundreds of nanometers) easily traceable thanks to a micro-

wave reference such as an atomic Rubidium clock. Thereby, the system is resilient to wave-front distortions: this 

reduces the constraints on the optical components (i.e. their surfaces), and provides robustness to atmospheric 

turbulences due to air stream. Moreover, the system works over a wide range of received power, which allows a 

range of operation equal to at least 140 m. This is possible thanks to an original design of motorized two-stage 

rotation system which enables both a full rotation of 360° and a high resolution able to aim at a target positioned 

140 m away. 

A system based on the measurement of the phase accumulated by a RF modulated light is intrinsically less accurate 

than interferometric systems, but the micrometric level uncertainty it can reach is sufficient for a wide range of 

applications. In industrial environment, the limiting factors are the vibrations of the machines, which can involve 

movements up to 4 µm at maximum velocities of 1 mm/s [17], or the knowledge of the air refractive index, which 

can be affected by vertical thermal gradient of 1°C/m [18]. 

Thanks to a micrometric accuracy determined with a consistent metrological approach and traceable to SI metre 

(International System of units), this system could be used as a reference for on-site calibration of less accurate 

devices (indoor Global Positioning System, photogrammetric system) or used for determination of the geometrical 

reference point of radio telescopes. 

In this paper, section II presents the multilateration coordinate measurement system that has been developed, then 

section III lists its different sources of error. Each of them are quantified so that, at the end, the uncertainty on a 

distance measurement is assessed thanks to Monte Carlo simulations. Lastly, in section IV, the multilateration 

system is validated experimentally by measurements of three-dimensional coordinates of target positions. 

 

2. Principle and implementation of the multilateration system 

The objective is to determine the three-dimensional positions of targets using absolute distance meters and the 

multilateration coordinate measurement technique. 

As depicted in Fig. 1, a unique telemetric system feeds four measurement heads thanks to a network of optical 

fibers. By this way, four optical distances can be measured between each head and a target, i.e. a retroreflector. By 

repeating these measurements for several target positions, an equation system with more observations than 

unknowns is created. It is therefore possible to determine the coordinates of each target position, but also the 

coordinates of the four measurement heads: this is the multilateration technique with self-calibration. 

 

Figure. 1. Photograph of the developed multilateration system composed of a shared telemetric system, four 

measurement heads, and one target. 
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The telemetric system we have developed is the key element of the system that performs the absolute distance 

measurements. A laser beam at 1550 nm, propagated through a singlemode fiber, is amplitude modulated by a RF 

carrier fRF at 4895 MHz, amplified, and sent out towards a 1x4 optical switch which selects one of the four 

measurement heads, and so the path by which the target will be reached. At the level of the measurement head, the 

laser beam is emitted in free space and collimated by an off-axis parabolic mirror. The beam diameter at 1% power 

level is equal to 9.3 mm. After propagation up to the target, a hollow corner cube, the modulated beam returns by 

the same path to the telemetric system where it is photodetected and where a phasemeter, designed in-house and 

based on the open-source hardware Red Pitaya, measures the phase shift Φ between this signal and a reference 

signal directly supplied by the RF synthesizer. This phase shift, measured at an intermediate frequency of 10.75 

MHz thanks to a down-conversion by a local oscillator, is directionally proportional to the distance L to measure: 

L = (1/2) × ( Φ/(2π) + k ) × ( c/(n×fRF))  (1) 

with c the speed of light, n the air group refractive index and k a positive integer. The length measurement is based 

on the knowledge of the synthetic wavelength, c/f = 61.2 mm, with traceability back to time standards ensured by 

a reference rubidium (Rb) clock at 10 MHz. 

As just explained, the measurement heads are connected to the telemetric system by an optical switch. The four 

distance measurements are therefore performed sequentially, i.e. one after the other. The developed multilateration 

system is only working with static targets. 

To aim at the target, motorized measurement heads have been developed. They consist of a main gimbal 

mechanism driven by stepper motors. The platform from where the laser beam emerges can thus rotate around two 

rotation axes, called standing and transit, with an angular resolution of 440 μrad. However, because such a 

resolution is insufficient for distances of a few meters, a second gimbal mechanism based on piezoelectric actuators 

has been implemented. As shown in Fig. 2, it is set up into the main gimbal mechanism: the 90° angle of the off-

axis parabolic mirror used for the collimation of the laser beam at the fiber end can be finely tuned by two 

piezoelectric actuators. 

 

Figure 2. 3D model of the motorized measurement heads and the target, with details on the piezoelectric gimbal 

mount. 

Lastly, the target, a hollow corner cube with an aperture of 30°, is also a gimbal mechanism driven by stepper 

motors that turns towards the head selected by the optical switch for each distance measurement. It has to be noted 

that our system is compatible with Spherically Mounted Retroreflectors (SMR) usually used by laser trackers. In 

this case, the SMR has to be turned towards the selected head manually by an operator. 

 

3. Assessment of the uncertainty on a distance measurement 

The assessment of the uncertainty on a distance measurement is quite complex as it depends on many parameters. 

This task has therefore been realized is two main steps: first, the different sources of errors due to the telemetric 
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system have been identified [19], then, the different sources of errors due to the mechanical designs of the 

measurement heads and the target have been studied [20]. In this section, the results published in the previous 

articles [19, 20] are summarized, corrected as a result of changes of components in the telemetric system, 

complemented by new measurements for the mechanical designs of the measurement heads, and merged together 

to obtain the final value of the uncertainty on a distance measurement. Moreover, the determination of the air 

group refractive index is also considered. 

 

3.1. Sources of errors due to the telemetric system 

As shown in formula (1), the calculation of the distance is based on the measurement of a phase shift Φ and on the 

knowledge of the modulation frequency fRF. 

The modulation frequency is generated by a RF synthesizer locked on a 10 MHz Rb atomic clock from Microsemi, 

model SA.31m. As an error in its value leads to a scale error in the distance measurement, its frequency is annually 

calibrated thanks to a GPS disciplined Rb atomic clock, and at the end, it is only limited by its relative aging rate 

of ± 1.5 10-9 per year. Thus, the uncertainty contribution of the modulation frequency is equal to 1.5 10-9 × L (k=1), 

i.e. 30 nm for distances of 20 m. 

Then, the uncertainty on the phase measurement depends on three sources of errors:  the crosstalk, the amplitude 

to phase coupling, and the random noise.  

The crosstalk refers to the addition of a spurious signal at fRF to the ideal measurement signal. To reduce this effect 

in the developed system, the RF leakages from the emission stages to the reception ones have been minimized 

thanks to the careful implementation of optical and electromagnetic isolations in some key components. Thus, the 

Signal to Crosstalk Ratio (SCR) is better than 65 dB, which induces a cyclic error on the distance measurements 

of amplitude lower than 2.7 µm. With an arcsine distribution, this leads to an uncertainty contribution of the 

crosstalk of 1.9 µm (k=1). 

The amplitude to phase coupling refers to the conversion of an intensity variation of the modulated optical signal 

into a phase variation of the electrical signal generated by the photodetector. This effect, studied in previous works 

[21], induces in our system a linear variation of the measured distance of -0.15 µm/dB. Assuming a worst case 

indoors, for instance an environment with peak-to-peak power variations up to 5 dB characterized by a uniform 

distribution, the uncertainty contribution of the amplitude to phase coupling is equal to 0.2 µm (k=1). 

Lastly, the random noise refers to the noise performance of the phasemeter with input signals that have been 

propagated through the whole system. The standard deviation on a phase measurement, in a quiet environment 

without amplitude variation (no amplitude to phase coupling) and without distance variation (no crosstalk), is 0.17 

mrad for 10 ms integration time. Converted into distance, this corresponds to an uncertainty contribution of 0.8 

µm (k=1). 

Table I. Sources of errors of the telemetric system. 

Parameter Description Value Contribution Error distribution 

1 u RF 
modulation 

frequency 

fRF = 

4895 MHz 
1.5 · 10-9 × L 

gaussian 

distribution 

2 u crosstalk crosstalk 
SCR > 

65 dB 
1.9 µm arcsine 

distribution 

3 u AM/PM 
amplitude-to-phase 

coupling 

5 dB power 

variations 
0.2 µm 

uniform 

distribution 

4 u noise random noise 
σφ = 

0.17 mrad 
0.8 µm 

gaussian 

distribution 

 

As shown in Table I, the dominant source of error is the crosstalk. The criteria to validate a distance measurement 

is therefore a SCR higher than 65 dB. We have tested the range of operation using one of the measurement head, 

indoors, in a long corridor. For distances of 70 m and 138 m, the power of the received RF signal used for the 

phase measurement was around -5 dBm and the crosstalk level vary between -80 dBm and -70 dBm, i.e. a SCR 

better than 65 dB. The range of operation of our ADM is therefore at least equal to 138 m. Fig. 3 depicts these two 

distance measurements. 
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Figure 3. Distance measurements over 70 m and 138 m without air group refractive index correction. The 

measured absolute distances are the sum of the values D in the legend and of the relative distance curves. 

 

3.2. Sources of errors due to the determination of the air refractive index 

To deduce a geometric distance from an optical path, the air group refractive index through which the optical beam 

is propagated should be properly determined. It is generally calculated from an update of the Edlén’s formula [22], 

which depends on the air temperature, the atmospheric pressure, the partial pressure of water vapor, and the CO2 

content. In practice, these environmental parameters are measured using local sensors: Table II shows the 

systematic deviations on a geometric distance due to errors in the measured environmental parameters. 

Table II. Sources of errors in the air group refractive index determination based on Edlén’s formula. 

Parameters Description Conditions Contribution 

5 ΔT 
Temperature 

variation around 

T = 20 °C, 

P = 1013.25 hPa, 

RH = 50 % and 

x = 450 ppm, 

for λ = 1550 nm 

-0.95 µm/m/°C 

6 ΔP 
Pressure 

variation 
0.27 µm/m/hPa 

7 Δpω 
Humidity 

variation 

-0.09 µm/m 

for + 10 % 

8 Δx 
CO2 content 

variation 

0.03 µm/m 

for + 200 ppm 

 

The temperature of air viewed by the optical beam is the most difficult parameter to measure, but also the most 

critical measurand in the air refractive index determination. Indeed, it should be determined with an accuracy of 1 

°C in order to know the geometric distance with an accuracy of about 1 µm/m. For instance, the distance variations 

observed in Fig. 3, up to 10 µm for a distance of 70 m and up to 18 µm for a distance of 138 m, can be explained 

by fluctuations of the average temperature along the optical path of 0.15 °C. 

 

3.3. Sources of errors due to the mechanical designs 

Like any mechanical system, the gimbal mechanisms of the measurement heads and the target are not perfectly 

machined and assembled. This induces misalignments, i.e. additional sources of errors on the geometric distances. 

These errors are modelled thanks to three parameters depicted in Fig. 4: the beam offset, the beam tilt, and the 

transit offset. These errors, shared by other instruments such as the laser trackers, total stations and theodolites, 

are described in literature [23]. There are other mechanical sources of errors in these systems, such as the transit 

axis tilt (lack of orthogonality between the transit axis and the standing axis), but in this study, we have only 

included the errors that affect the measured distances (not the angles), which are the only relevant errors of a 

multilateration system. 

The beam offset refers to a laser beam that does not pass by the intersection of the two rotation axes. It is defined 

by the distances from the rotation axes: a and c for the measurement head, a’ and c’ for the target. For the target, 

an offset b’ is also considered as in practice the corner cube is not necessarily well aligned with the optical axis. 

The beam tilt refers to a laser beam that is tilted from its ideal path. It only applies to the measurement head and it 

Std = 3.6 µm

Std = 2.8 µm
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is defined by two angles: α and γ. Lastly, the transit offset refers to rotation axes that do not cross each other. It is 

defined by the distance between the transit axis and the standing axis: Toh for the measurement head, Tot for the 

target. 

 

Figure 4. Illustration of the three misalignment errors in the case of the measurement head. 

The procedures to measure these nine parameters (a, c, a’, b’, c’, α, γ, Toh and Tot) have been described in [20] 

for the target and for an earlier design of the measurement heads not including a piezoelectric gimbal mount. The 

addition of a piezoelectric gimbal mount has not changed the way to measure these parameters, which is based on 

a double-centering method (also called double-face measurement) as detailed in [20]. This method consists in 

pointing the same object under two different orientations of the head (or of the corner cube), thanks to a first 

rotation of 180° around the standing axis and then a second 180° rotation around the transit axis. If the optical 

beam does not emerge from (or if the corner cube is not positioned at) the intersection of the two rotating axes, 

orthogonally to the plane formed by these axes, this procedure will produce two measurements with opposite errors 

from which the beam offset, the beam tilt, and the transit offset could be extracted. 

With the piezoelectric gimbal, the beam offset and the beam tilt depend on the values of the piezoelectric actuators. 

This is easily understandable for the beam tilt because the variations of the angles α and γ correspond actually to 

the fine adjustment of the viewing angles of the measurement heads. For each measurement head, the beam offset 

and the beam tilt parameters have been measured for the following typical cases: when the two piezoelectric 

actuators are in their zero-position (0 V), and when they are driven in half (75 V) and in full travel-range (150 V). 

Results are depicted in Fig. 5 for the beam offsets and in Fig. 6 for the beam tilts. 

 

Figure 5. Beam offsets of the heads as a function of the values of the piezoelectric actuators. 
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Figure 6. Beam tilts of the heads as a function of the values of the piezoelectric actuators. 

As depicted in Fig. 5, the beam offset can vary widely depending on head, up to 285 µm for the measurement head 

C. Such a value cannot be explained by the design of the piezoelectric gimbal mount depicted in Fig. 2, and the 20 

µm stroke of its piezoelectric actuators. The explanation probably comes from the way the position of the laser 

beam is experimentally determined: it is defined as the position where the maximum amount of optical power is 

detected. The latter may change, not because the whole laser beam moves, but because the power distribution 

within the laser beam evolves with the tilt applies to the parabolic mirror. In other words, the distortions of the 

gaussian beam due to variations of the angle of incidence on the parabolic mirror are interpreted as changes of the 

beam offset. 

The different measured values of the beam offset have been plotted in Fig. 7 as a histogram, taking into account 

all the measurements made on the four heads and for different voltages applied to the piezo actuators. We recognize 

a uniform distribution. Therefore, for simplicity reasons, the beam offset of all the measurement heads is finally 

consider as a random variable characterized by a unique uniform distribution on an interval between -320 µm and 

+ 320 µm. The value of 320 µm corresponds to the worst beam offset observed in Fig 5, uncertainty included 

(k=1). 

 

Figure 7. Distribution of the measured beam offsets of the four heads. 

Concerning the beam tilt, which corresponds to the fine adjustment of the viewing angles of the measurement 

heads, it follows a uniform distribution for each head since all the positions of the piezoelectric actuators can be 

selected with equal probability. However, the range slightly depends on the measurement head and on the beam 

tilt axis. Uncertainties on the beam tilts measurements (i.e. uncertainty bars in Fig. 6) have been estimated, in worst 

case, to 0.01°.  

At the end, Table III summarizes the results for each head, with the values measured for each misalignment 

parameter (or the range of possible values), and their probability distributions. 
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Table III. Sources of errors of the four measurement heads. 

Parameters Description Value for head A Value for head B Value for head C Value for head D 
Parameter 

distribution 

9 a and c Beam offset 
|a| < 190 µm 

|c| < 230 µm 

|a| < 310 µm 

|c| < 180 µm 

|a| < 260 µm 

|c| < 170 µm 

|a| < 200 µm 

|c| < 320 µm 

uniform 

distribution 

[-320 µm, 320 µm] 

10 α and γ Beam tilt 
α ∈ [-0.05°,0.12°] 

γ ∈ [-0.09°,0.02°] 

α ∈ [0.07°,0.24°] 

γ ∈ [-0.16°,-0.03°] 

α ∈ [-0.11°,0.08°] 

γ ∈ [-0.07°,0.05°] 

α ∈ [0.09°,0.29°] 

γ ∈ [-0.08°,0.02°] 

uniform 

distribution 

custom intervals 

11 Toh Transit offset -1 µm -3 µm 2 µm 3 µm 

gaussian 

distribution 

σ = 2 µm (k=1) 

 

Table IV shows the misalignment parameters of the target: the beam offset and the transit offset. The latter, 

measured in [20], follow a gaussian distribution of standard deviation 2 µm. 

Table IV. Sources of errors of the target. 

Parameters Description Value 
Parameter 

distribution 

12 a’, b’ and c’ Beam offset 
-6 µm, 34 µm 

and -22 µm 

gaussian 

distributions 

σ = 2 µm (k=1) 

13 Tot Transit offset 11 µm 

gaussian 

distribution 

σ = 2 µm (k=1) 

 

In Tables III and IV, the contributions of the error parameters to a distance measurement have not been stated. 

Nevertheless, they are detailed in [20]. In short, their contribution can be low when considering separately these 

different sources of error. For instance, the beam offsets a and c (or a’ and c’) are error components perpendicular 

to the measured distance, which not produce significant errors. Concerning the beam tilts α and γ, when they are 

considered independently, they do not induce error on the distance measurement. However, the transit offset can 

impact strongly the measurements. Its contribution, which depends on the elevation angle φ, is as follows [20]: 

Rm² = Rt² + Toh² + 2 Toh Rt cos(φ)     (or Rm² = Rt² + Tot² + 2 Tot Rt cos(φ’) for the target)   (2) 

with Rm the measured distance and Rt the true distance (R stands for range). This is the main error contribution 

to a distance measurement, but in practice, it can be corrected thanks to the measurement of the elevation angle. 

 

3.4. Assessment of the uncertainty on a distance measurement 

In this part, the uncertainty on a distance measurement is quantified by Monte Carlo simulations using the 

uncertainty distributions of the different sources of errors listed above. However, the contribution of the air group 

refractive index is not developed as it does not depend on the developed system, but on the accuracy of the local 

sensors we used and on the fluctuations of the environmental parameters, especially the temperature.  

First, the contribution of the telemetric system is quantified. To determine the impact of the four additive sources 

of errors (Table I) on distance measurements up to 20 m, a Monte Carlo simulation has been performed since each 

error has a different distribution. Thus, for each source of errors, 200 000 random samples have been generated 

following the probability distributions defined previously. For a given distance, the measured distance (Rm for 

measured range) is obtained from the true one (Rt) by: 

Rm = Rt + 1.5·10-9 G Rt + 2.7·10-6 sin(2π U) + 2 sqrt(3) 0.2·10-6 U + 0.8·10-6 G (3) 

where G is a random value following a gaussian distribution centered at zero and of variance 1, and U is a random 

value between -0.5 and +0.5 following a uniform distribution. Thus, the four additive errors have been considered: 

the length-dependent gaussian error of 1.5 nm/m due to the modulation frequency, the cyclic error of 2.7 µm due 

to the crosstalk, the uniform error of 0.2 µm due to the amplitude-to-phase coupling, and the gaussian error of 0.8 

µm due to the random noise. 

After running the Monte Carlo simulation for different distances to measure, from 20 cm to 20.2 m by step of 80 

cm, and after the addition of all these errors (26 tested distances × 200 000 random samples = 5.2 millions of 
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values), we obtain the distribution shown in Fig. 9, on the left. It has to be noted that the Monte Carlo simulations 

made for different distances have not shown a length dependence of the errors. That is why they have been joined 

in a same distribution. Moreover, in a predictable way, the shape of the distribution demonstrated that the dominant 

source of error is the crosstalk with its arcsine distribution.  

Then, the contribution of the mechanical designs has been studied. In [20], the true distance has been modelled as 

a function of the measured one. For the measurement heads, the model takes into account the misalignment 

parameters of Table III, but also its elevation angle φ. More specifically, the true distance (Rt) is obtained from an 

intermediate result (Ri) corresponding to a distance measurement when only beam offset and beam tilt are 

considered, and then, the measured value (Rm) is obtained from this intermediate result (Ri) when the transit offset 

is also added. The relationship between the true distance and the measured one can so be determined from this 

system of two equations: 

Rt² = Ri² + a² + c² – 2 a sqrt( Ri² + c² – 2 c Ri sin(γ) ) sin(α) – 2 c Ri sin(γ) 

Rm² = Toh² + Ri² + 2 Toh Ri cos(α) cos(φ–γ)        (4) 

For the target, the model considers the misalignment parameters of Table IV, the elevation angle of the 

retroreflector φ’, and also its misalignment with respect to the optical axis θ’’ et φ’’. The model is even more 

complex: 

Rm² = Rt² + Tot² + a’² + b’² + c’² + 2 a’ Rt sin(θ”) + 2 b’ [ Tot cos(φ’) – Rt cos(θ”) cos(φ”) ] 

                        + 2 c’ [ Rt sin(φ”) – Tot sin(φ’) ] – 2 Tot Rt [ cos(φ’) cos(θ”) cos(φ”) + sin(φ’) sin(φ”) ]        (5) 

These two models involve many variables with different distributions. It is consequently difficult to calculate the 

propagation of the uncertainties to assess their impact on a distance measurement, and again, a Monte Carlo 

analysis has been preferred. In practice, the contribution of the measurement heads and the one of the target have 

been studied separately: for each case a Monte Carlo analysis has been performed following the diagram depicted 

in Fig. 8. 

    

Figure 8. Diagram of the Monte Carlo analysis. 

First, different distances to measure have been considered, from 20 cm up to 20 m. Then, errors have been applied 

on these distances following the model we have defined. To this end, 200 000 random samples of the beam offset, 

beam tilt, and transit offset have been generated following the probability distributions defined previously. In 

addition to this, other parameters have been considered: for instance, for the target, elevation angle φ’ and 

misalignment angles θ’’ et φ’’ have to be included in the model. As all angle positions can be achieved with equal 

probability, a random sampling characterized by a uniform distribution has been used. 

In theory, all systematic errors can be corrected, and in that case, we consider the uncertainties of the corrections 

themselves [24]. In our case, the systematic errors due to beam offsets and beam tilts are not corrected, therefore 

these bias elements are transformed into variances. Only errors due to transit offsets are corrected using the defined 

models, the estimations of their values (the ones in Tables III or IV), and the values of the elevation angles (φ for 

the measurement head or φ’ for the target). 

At the end, a set of measured distances affected by mechanical errors are obtained. And because no length 

dependence of these errors is visible, all the errors have been joined in a same distribution.  Thus, the distribution 
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of the errors on the measured distances due to the mechanical design of the measurement head A and of the target 

is depicted in Fig. 9. The results for the three other measurement heads are similar to the measurement head A. 

 
Figure 9. Distribution of the errors on a distance measurement after Monte Carlo analysis. 68% of the errors are 

within the red part, and 95% within the red and blue parts. 

The mechanical errors due to different angular orientations of the rotating reflector, characterized by a gaussian 

distribution with the standard deviation of 3.9 µm, dominate the other sources of errors. In contrast, the mechanical 

errors of the measurement heads are much lower, with a standard deviation of only 1.4 µm and a distribution that 

can be characterized by a Lorentzian. 

At the end, assuming no error is brought by the determination of air refractive index, and considering additive 

errors for the three contributions, i.e. the telemetric system, the mechanical designs of the measurement heads and 

of the target, we obtain an uncertainty on a distance measurement of 4.7 µm (k=1). Its distribution, depicted in 

Fig. 10 and obtained by summing the three distributions in Fig. 9, is very close to a gaussian curve due to errors 

dominated by the mechanical design of the target. 

  

Figure 10. Error distribution on a distance measurement performed by the multilateration system. 

 

4. Experimental validation 

The validation of the developed multilateration system has been done through two experiments, one over a small 

volume of one cubic meter, and one over a large volume close to an industrial environment. In both cases, the four 

measurement heads have been set up to form, as far as possible, a regular tetrahedron, the optimal configuration 

for multilateration algorithm, as explained in [25]. 

 

4.1. Small volume configuration 

In the first case, the four measurement heads have been positioned on an optical table at the coordinates: 

A = [504, 938, 491], B = [0, 0, 0], C = [524, -7, 909] and D = [1050, 0, 0] (units in mm), 

which is a tetrahedron with edges of 1091 mm ± 71 mm. 

Lorentzian fit

TargetMeasurementhead A

Std = 1.4 µm Std = 3.9 µm

Telemetric system

Std = 2.1 µm

68% 

95% 

100% 

Gaussian fitno fit

Std = 4.7 µm

68% 

95% 

100% 

Gaussian fit
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In this volume of about one cubic meter, 14 target positions have been distributed. Among them, the points 1, 2 

and 3 are a triplet of aligned target positions mounted on a same breadboard as depicted Fig. 11. During this 

experiment, the breadboard has been displaced to also compose the points 6, 7 and 8, then the points 12, 13 and 

14. If the developed coordinate multilateration measurement system works properly, we should obtain the same 

distances between the different positions of this triplet at different locations. Points numbered 4, 5, 9, 10 and 11 

are isolated points as depicted in black in Fig. 11. 

In this small volume, the maximal measured distance is 1.47 m. Hence, the piezoelectric gimbal mechanism has 

not been used in this experiment: the two piezoelectric actuators were remained in their zero-position. 

 

Figure 11. Layout of the 4 measurement heads and 14 target positions, with a photograph of the optical table on 

the left, the triplet of aligned target positions on the top, and a graph on the right (top view).  

In practice, each position is defined by a tribrach, i.e. an adapter able to receive the target. Thus, an operator can 

easily move the target from one position to another. For each position, four optical distance measurements have 

been performed, one per head, to obtain at the end a set of 56 measurements. They have been corrected by the air 

refractive index. In this experiment, in an air-conditioned room, only one environmental sensor has been used: 

temperature was around 22.5 °C, pressure around 991.0 hPa, and humidity around 36%. 

 

4.2. Large volume configuration 

The second configuration is a large volume of 5.6 m (x) × 10.3 m (y) × 2.6 m (z) where four measurement heads 

have been positioned at the coordinates: 

A = [0, 0, 0], B = [2736, 56, 1406], C = [5289, 0, 0] and D = [2692, 6236, 793] (units in mm). 

As previously, 14 target positions have been distributed, with some of them largely outside the volume bounded 

by the measurement heads. In this way, a wide variety of distances can be measured, from 0.34 m to 11.54 m. 

Besides, in this volume, there are three couples of target positions mounted on a same breadboard: again, if the 

developed coordinate multilateration measurement system works properly, we should obtain the same interpoint 

distance for these three couples. Additionally, as depicted in green in Fig. 12, there are three aligned pillars. 

As previously, a set of 56 distances has been measured, which has taken about 3.5 hours. During this time, the 

temperature, around 19 °C, has increased by 0.6 °C, and the pressure, around 1016.5 hPa, has decreased by 0.7 

hPa. Additionally, the sensor at a height of 2.4 m has recorded temperatures 1 °C higher than the other sensors at 

a height of 0.3 m, 0.7 m and 1.4 m, which indicates the presence of a vertical temperature gradient. For 

determination of the air refractive index, this gradient has been ignored as most of the targets have a height less 

than 1.5 m. Nevertheless, we assume an error up to 0.5 °C on the air temperature, i.e. an additional distance error 

of 5.4 µm for the longer distance. 
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Figure 12. Top view of the workshop configuration. 

4.3. Data processing 

To determine the 14 positions Tj of the target and the 4 positions Hi of the measurement heads using length 

measurements only, we have developed a multilateration algorithm with self-calibration based on [26]. It consists 

in a nonlinear optimization problem where the quadratic sum of the differences between the squared distances 

measured by our absolute distance meter (di,j²) and the squared distances calculated from the positions provided 

by algorithm is minimized: 

cost function = Σ ( di,j² - || Hi-Tj ||² )² (6) 

The unknown variables to determine are, of course, the coordinates of the 14 target positions and of the 4 

measurement heads, but also the instrument offset of each measurement head. The latter is an additive constant 

that compensates from delays in electrical cables and optical paths. Thanks to these corrections, absolute distance 

measurements can be achieved between each measurement head and the target. 

The convergence of the algorithm depends on the chosen initial values, and as explained in [26], they have to be 

sufficiently accurate, in the order of magnitude of 10 mm. In our case, they have been determined by measurements 

of distances and angles of one of the four measurement heads, in the same way as a laser tracker. The 14 initial 

positions of the target j are given by: 

xj = di,j × sin(φi) × cos(θi),   yj = di,j × sin(φi) × sin(θi),   zj = di,j × cos(φi) (7) 

with di,j the measured distances, θi and φi the azimuth and elevation angles of the measurement head i. Once the 14 

intial target positions have been determined, the initial coordinates of the four measurement heads are calculated 

by a classical multilateration algorithm [27]. 

To minimize the cost function described in formula (6) correctly, at least nine target positions have to be measured 

[26, 28]. This is the minimum of points required to have an equation system with more observations than 

unknowns. In our experiments, with 14 points, this condition is satisfied: this redundancy helps the algorithm to 

converge. 

 

4.4. Experimental results 

Fig. 13 presents the results for the two experiments after applying the multilateration algorithm with self-

calibration. In this figure, the error is the difference between the distances measured by the telemetric system and 

the distances deduced from the multilateration algorithm that provides the coordinates of the measurement heads 

and of the targets. For each target position, four errors are thus calculated, one per head. 
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Figure 13. Experimental results for the small volume configuration on the left, and for the large volume 

configuration on the right. 

At the end, we obtain small differences between the distances measured by our absolute distance meter, and the 

ones deduced from the positions provided by the multilateration algorithm with self-calibration. Standard deviation 

on the error is better than 4 µm in both cases, and surprisingly, better results have been obtained over the large 

volume where the environmental conditions were less stable, possibly because the position of the measurement 

heads were more stable thanks to the use of real pillars. 

Experimental results are consistent with the uncertainty obtained by Monte Carlo simulation on the distances 

measured by our absolute distance meter, i.e. 4.7 µm (k=1). Nevertheless, in order to ascertain that the coordinates 

provided by the multilateration algorithm with self-calibration are correct, some distances between different target 

positions have been verified. 

In the small volume of one cubic meter, the relative distances between the different positions of the triplet have 

been measured in a direct way by the absolute distance meter (it means without multilateration). To this end, the 

measurement head A has been positioned in the alignment of the three positions of the triplet, then by moving the 

target from one position to another, we can determine the relative distances between them: 

|| P1-P2 ||ref = 150.022 mm ± 4 µm, || P2-P3 ||ref = 174.615 mm ± 4 µm, 

and || P1-P3 ||ref = 324.636 mm ± 3 µm. 

The uncertainties on the relative distances correspond to the standard deviation over 9 successive measurements. 

These uncertainties include performances of the instrument, the misalignment of the target (even if we try to 

optimize it) and the centering repeatability of each tribrach, i.e. when the target is removed and mounted again in 

the tribrachs with unchanged levelling and orientation of the carrier. According to [29], centering repeatability is 

between 2 and 5 µm.  

In the large volume, similarly, the interpoint distances of the three couples of target positions, equal to 324.071 

mm, and of the three aligned pillars, equal to 2 232.037 mm, 6 700.471 mm and 8 932.509 mm, have also been 

measured in a direct way. Comparisons of these direct distance measurements (reference values with uncertainties 

around 4 µm) with the distances calculated from coordinates obtained by the multilateration algorithm are 

presented in Tables V and VI. 

Table V. Comparison for the small volume configuration. 

Triplet || P1-P2 || – || P1-P2 ||ref || P2-P3 || – || P2-P3 ||ref || P1-P3 || – || P1-P3 ||ref 

1 -2.7 µm 2.0 µm -2.4 µm 

2 -9.8 µm 16.0 µm 4.5 µm 

3 -7.0 µm 8.7 µm 0.0 µm 

 

Table VI. Comparison for the large volume configuration. 

Couple || P1-P3 || – || P1-P3 ||ref  The three aligned pillars 

1 24.2 µm  || P1-P2 || – || P1-P2 ||ref -9.8 µm 

2 8.6 µm  || P2-P3 || – || P2-P3 ||ref -3.9 µm 

3 -4.9 µm  || P1-P3 || – || P1-P3 ||ref 11.3 µm 

 

Large VolumeVolume of 1 m3

Std = 3.5 µm Std = 1.4 µm
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In small volume configuration (Table V), the distance differences for the different positions of the triplet are below 

10 µm in 8 out of 9 cases, with standard deviation on these differences of 8.0 µm. This is compatible with the 

combined standard uncertainty between the telemetric system itself (4.7 µm at k=1) and the comparison itself (4 

µm at k=1 for the reference distances). 

For large volume configuration (Table VI), one of the couple comparisons leads to 24 µm of error. Otherwise all 

the comparisons between multilateration measurements and direct measurements are within the uncertainty bars 

of coverage factor k=2 (95% confidence). Nevertheless, the large volume configuration leads to a standard 

deviation on the differences a little bit higher, 12.8 µm, possibly due to bad estimates of the air refractive index. 

In these comparisons between direct distance measurements and distances calculated from coordinates obtained 

by multilateration, the uncertainty induced by the multilateration algorithm with self-calibration has been assumed 

to be zero. In practice, and as demonstrated by the experimental results, the multilateration algorithm with self-

calibration does not induce a significant additional uncertainty compared to the uncertainty induced by the 

developed system itself. 

The uncertainty induced by the multilateration algorithm is well documented in literature for classic multilateration 

problems through the concept of dilution of precision (DOP) used in global-navigation-satellite-system (GNSS) 

positioning [30]. In the case of the multilateration with self-calibration, more complex, the uncertainty is difficult 

to assess by a mathematical approach and simulations are preferably used. Thus, we have generated 4 positions of 

measurement heads and 14 positions of targets with respect to the previous setups depicted Fig. 11 and 12. From 

these points, we have calculated the theoretical distances between the measurement heads and the targets, then 

added to them the instrument offsets and a random noise following a gaussian distribution centered at zero and of 

standard deviation 4.7 µm. After running our multilateration algorithm with self-calibration with these noisy 

values, we have obtained errors on the interpoint distances similar to the ones shown in Tables V and VI. Over 

several simulations, the standard deviations on these errors can vary from 2.0 µm to 10.7 µm (average value of 6.6 

µm over 50 simulations) for the small volume configuration, and from 2.2 µm to 9.2 µm (average value of 5.4 µm) 

for the large volume configuration, which is compatible with our results. This aspect, i.e. the uncertainty induced 

by the multilateration algorithm, would deserve a more extensive study in a detailed paper. 

 

5. Conclusion 

A reference multilateration system with metrological traceability to SI metre has been realized. It is composed of 

a telemetric system, four measurement heads, and a target and it has been studied with a consistent metrological 

approach. The uncertainty contribution of the telemetric system itself, an absolute distance meter based on the 

phase shift measurement of an intensity-modulated light, is equal to 2.1 µm (k=1). The uncertainty contribution of 

misalignments in the gimbal mechanisms of each measurement head and the target is 1.4 µm and 3.9 µm, 

respectively (k=1). This leads at the end to an uncertainty on a distance measurement equal to 4.7 µm (k=1).  

The developed multilateration system has been then validated through two experiments, one over a small volume 

of one cubic meter, and one over a large volume close to an industrial environment. In both cases, the three-

dimensional coordinates of 14 target positions have been determined: the multilateration algorithm with self-

calibration has perfectly converged and standard deviations on the errors lower than 4 µm have been demonstrated. 

In parallel, distances between some of these target positions have been measured in a direct way by the absolute 

distance meter. The comparison between these direct distance measurements, with uncertainties around 4 µm, and 

the distances calculated from coordinates obtained by the multilateration system shows a good consistency. The 

residuals, for interpoint distances up to 8.9 m, showed that the standard deviation on the differences between the 

two systems was better than 13 µm with a maximum observed difference of 24 µm. 

The developed multilateration coordinate measurement system, which offers high accuracy at a reasonable cost, 

is therefore a promising solution for large volume measurement, especially in uncontrolled environments or 

outdoors thanks to non-interferometric absolute distance measurements. However, there are still ongoing 

developments to improve the proposed system. 

In a close future, the target could be replaced by a retroreflecting sphere of glass refractive index n=2. Such a 

solution is simpler to use than a corner cube mounted a gimbal mechanism thanks to an acceptance angle as large 

as 360° in principle. The latter has therefore some advantages, for instance it induces no mechanical source of 

error and it can be seen by all the measurement heads simultaneously. However, according to preliminary 

measurements, it presents a bad optical reflection with an optical signal reduced by at least 18 dB for short 

distances, and more for longer distances. This will limit the range of our system: first results have demonstrated a 

possible range of 20 m with an appropriate diameter of the sphere. 
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Until now, the alignments between the measurement heads and the target were performed manually thanks to a 

remote control of the motors of the gimbal mechanisms by Wi-Fi. However, we are working on a procedure for 

automated alignment and measurement. 

Lastly, we plan to perform a direct comparison of the three-dimensional coordinates obtained by our 

multilateration system with the ones obtained by an interferometric laser tracker. Thus, the system could be 

validated by an independent calibrated reference measurement system. 
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Figure Captions 

Figure. 1. Photograph of the developed multilateration system composed of a shared telemetric system, four 

measurement heads, and one target. 

Figure 2. 3D model of the motorized measurement heads and the target, with details on the piezoelectric gimbal 

mount. 

Figure 3. Distance measurements over 70 m and 138 m without air group refractive index correction. The measured 

absolute distances are the sum of the values D in the legend and of the relative distance curves. 

Figure. 4. Illustration of the three misalignment errors in the case of the measurement head. 

Figure 5. Beam offsets of the heads as a function of the values of the piezoelectric actuators. 

Figure 6. Beam tilts of the heads as a function of the values of the piezoelectric actuators. 
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Figure 7. Distribution of the measured beam offsets of the four heads. 

Figure 8. Diagram of the Monte Carlo analysis. 

Figure 9. Distribution of the errors on a distance measurement after Monte Carlo analysis. 68% of the errors are 

within the red part, and 95% within the red and blue parts. 

Figure 10. Error distribution on a distance measurement performed by the multilateration system. 

Figure 11. Layout of the 4 measurement heads and 14 target positions, with a photograph of the optical table on 

the left, the triplet of aligned target positions on the top, and a graph on the right (top view).  

Figure 12. Top view of the workshop configuration. 

Figure 13. Experimental results for the small volume configuration on the left, and for the large volume 

configuration on the right. 

 

Table Captions 

Table I. Sources of errors of the telemetric system. 

Table II. Sources of errors in the air group refractive index determination based on Edlén’s formula. 

Table III. Sources of errors of the four measurement heads. 

Table IV. Sources of errors of the target. 

Table V. Comparison for the small volume configuration. 

Table VI. Comparison for the large volume configuration. 


