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Zonotopic Kalman Filter-based Interval Estimation for
Discrete-Time Linear Systems with Unknown Inputs

Thomas Chevet, Member, IEEE , Thach Ngoc Dinh, Julien Marzat, Zhenhua Wang, Member, IEEE , and
Tarek Raı̈ssi, Senior Member, IEEE

Abstract— This letter proposes an unknown input zono-
topic Kalman filter-based interval observer for discrete-time
linear time-invariant systems. In such contexts, a change of
coordinates decoupling the state and the unknown inputs is
often used. Here, the dynamics are rewritten into a discrete-
time linear time-invariant descriptor system by augmenting
the state vector with the unknown inputs. A zonotopic outer
approximation of the feasible state set is then obtained with
a prediction-correction strategy using the information from
the system dynamics, known inputs and outputs. Bounds
for both the state and unknown inputs are obtained from
this zonotopic set. The efficiency of the proposed interval
observer is assessed with numerical simulations.

Index Terms— Interval observer, Zonotopic Kalman filter,
Unknown input, Discrete-time systems

I. INTRODUCTION

IN real-life applications, systems may be subject to faults
and model uncertainties, which can be modeled as additive

unknown inputs in the system’s dynamics [1]. To be able
to develop reliable control laws, it is often necessary to
reconstruct these unknown signals [2]. To do so, unknown
input observers have been developed [3], [4]. However, as
pointed out in [5] or [6], when a system is also subject to
measurement noise or disturbances, the performance of these
pointwise observers may be limited. This is why set-based
estimation strategies have been proposed where the noise,
disturbances and initial state are assumed to be unknown
but bounded. They consist in evaluating the feasible state set
(FSS), i.e. the set of all states consistent with the system’s
dynamics and the aforementioned bounds, at each time instant
and computing a lower and upper bound for each state from
the knowledge of the FSS.

Directly evaluating the FSS is often a computationally
complex task and set-based estimation methods then aim to
find an outer approximation of this set. These methods are
usually separated into two classes: interval observers [7]–
[9] and set-membership estimation (SME) [10]–[13]. The
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main difficulty of designing interval observers is to find a
change of coordinates for the system to satisfy the so-called
cooperativity property [7] since this change of coordinates
greatly influences the accuracy of the observer. This difficulty
can be circumvented by using SME strategies which consist
in finding geometrical sets, such as ellipsoids [14], zonotopes
[11], [12], [15] or polytopes [16], to approximate the FSS.
While polytopic sets provide a good estimation accuracy,
methods using them are computationally expensive. Zonotopic
sets are a class of polytopic sets often used in set-membership
strategies due to their flexibility, computational simplicity
and good handling of the wrapping effect [17]. In [12], a
zonotopic SME strategy that provides tighter estimates than
previously introduced methods [11], [18] is proposed. This
strategy constructs a family of zonotopes over-approximating
the FSS and selects the best outer approximation by choosing
the zonotope of minimal volume. Since this strategy obeys an
update-correction strategy, it is called zonotopic Kalman filter
(ZKF) [11].

Several unknown input interval observers have been pro-
posed [5], [6], [19]. Such strategies often consider a change
of coordinates aimed at separating the system into two subsys-
tems, one of which is free from the influence of the unknown
input. Classical strategies to ensure the cooperativity of the
subsystem without unknown inputs are then used to obtain an
interval estimate of both the state and unknown input. Such
methods are bound to introduce inaccuracy in the final estimate
due to the successive change of coordinates. This is why [20],
[21] use a new formulation of the problem by augmenting
the state vector with the unknown inputs, thus rewriting the
state-space dynamics as descriptor dynamics. With usual state
augmentation approaches, additional dynamics and state noise
have to be considered for the extra states. The descriptor
formulation then provides more degrees of freedom for the
observer design by avoiding the introduction of new elements
to the system’s dynamics. However, the pointwise observer
with propagation of the uncertainties presented in [21] and the
interval observer proposed in [20] are based on the introduc-
tion of a gain matrix satisfying design constraints. On the other
hand, the classical prediction-correction strategies, such as the
one introduced in [12], do not require such a gain and are
then more flexible. To the authors’ knowledge, only a limited
number of papers [20]–[23] have proposed set-membership
strategies to provide guaranteed bounds simultaneously to the
state and unknown inputs. Most of the works, as in [24],
estimate the state by eliminating the influence of the unknown
inputs.



This letter then proposes an unknown input zonotope-based
interval estimation algorithm providing guaranteed bounds for
the state and unknown inputs of a discrete-time linear time-
invariant (LTI) system subject to unknown but bounded distur-
bances. Inspired by [12], [9] and [21], the main contributions
of this study are (i) a novel zonotopic Kalman filter algorithm
for discrete-time LTI systems subject to unknown input to si-
multaneously estimate the state and unknown inputs, allowing
for more degrees of freedom and a wider application range
based on the reformulation of the dynamics as a descriptor
system; (ii) a new criterion to select the minimal zonotopic
outer approximation of the FSS based on the minimization of
the Frobenius norm of its generating matrix.

The remainder of this letter is organized as follows. Some
prerequisites are introduced in Section II. Section III presents
the considered formulation of the system as well as the
proposed zonotopic Kalman filter algorithm. In Section IV,
numerical simulation results are given to assess the efficiency
of the proposed estimation strategy. Finally, Section V draws
concluding remarks and perspectives.

Notations. The set of integers, real numbers and positive
real numbers are denoted respectively by N, R and R+. The
set m,n, with m,n ∈ N, m ≤ n, is the set of all k ∈ N
such that m ≤ k ≤ n. The element-wise absolute value
operator is denoted by |·|. The one, Euclidean and infinity
norm of a vector x ∈ Rn are denoted by ‖x‖1, ‖x‖2 and
‖x‖∞ respectively. 0 and I denote respectively the zero and
identity matrices of appropriate dimensions and 1 denotes the
column vector of ones of appropriate dimension. The matrices
A> and A†, with A ∈ Rn×m denote respectively the transpose
and the Moore-Penrose inverse of A. The matrix diag(x), with
x ∈ Rn, is a diagonal matrix of Rn×n having the elements
of x as diagonal elements. Inequalities must be understood
component-wise. The Minkowski sum of two sets A and B,
i.e. the set {a+ b|a ∈ A, b ∈ B}, is denoted by A⊕B.

II. PREREQUISITES AND PROBLEM FORMULATION

This section introduces the necessary notions to develop the
proposed set-membership estimation algorithm.

A. Prerequisites on zonotopes
A zonotope of order r, denoted by Z = 〈p,H〉 ⊂ Rn, with

center p ∈ Rn and generator matrix H ∈ Rn×r, is a type
of polytopic set, defined as the projection by H of the box
Br = [−1, 1]r ⊂ Rr in Rn:

Z = 〈p,H〉 = {p+Hz, ‖z‖∞ ≤ 1} . (1)

In the following, when Z = 〈p,H〉 ⊂ Rn is a zonotope of
order r, it is implicitly assumed that p ∈ Rn and H ∈ Rn×r.
The order is omitted if it is clear from the context or not
needed for the result.

The advantage of this class of polytopic sets is that it is
closed under affine transformation and Minkowski sum, i.e.
if Z = 〈p,H〉,Z1 = 〈p1, H1〉,Z2 = 〈p2, H2〉 ⊂ Rn are
zonotopes and M ∈ Rn×n, then:

MZ = 〈Mp,MH〉 (2)

Z1 ⊕Z2 = 〈p1 + p2,
[
H1 H2

]
〉 (3)

are also zonotopes. These properties make zonotopes flexible
and easy to use but their complexity (i.e. their order) quickly
increases when used in state estimation problems. To reduce
this complexity, the reduction operator [10], [15] can be
used. This operator, denoted by ↓q , with q ∈ N, is such
that 〈p,H〉 ⊆ 〈p, ↓q H〉 ⊂ Rn. The matrix ↓q H , with
H =

[
h1 · · · hr

]
∈ Rn×r, is obtained first by sorting the r

columns of H by decreasing order of their norm ‖hi‖2, with
i ∈ 1, r, and then defining:

↓q H =

{
H if r ≤ q[
H> �H<

]
∈ Rn×q otherwise

(4)

where H> contains the first q−n columns of the sorted version
of H , H< contains the last r − q + n columns and �H< =
diag (|H<|1) [15].

Finally, it is necessary to introduce the notion of tight strip
with respect to a zonotope and a strip [18].

Definition 1. The strip S =
{
x ∈ Rn

∣∣∣∣c>x− t∣∣ ≤ ε}, with
c ∈ Rn, t ∈ R and ε ∈ R+, is called a tight strip with respect
to a zonotope Z ⊂ Rn if Z ∩S+ 6= ∅ and Z ∩S− 6= ∅ where
S± =

{
x ∈ Rn

∣∣c>x = ε± t
}

.

Definition 2. Let Z = 〈p,H〉 ⊂ Rn be a zonotope and
F =

{
x ∈ Rn

∣∣∣∣c>x− tF ∣∣ ≤ εF}, with c ∈ Rn, tF ∈ R and
εF ∈ R+, be a strip of Rn with Z ∩ F 6= ∅. The strip
S =

{
x ∈ Rn

∣∣∣∣c>x− t∣∣ ≤ ε} where:

t =
1

2
(min {q+, tF + εF }+ max {q−, tF − εF })

ε =
1

2
(min {q+, tF + εF } −max {q−, tF − εF })

with q± = c>p±
∥∥H>c∥∥

1
is called a tight strip with respect

to Z and F and is an outer approximation of Z ∩F such that
Z ∩ F = Z ∩ S.

B. Problem formulation
Consider the following discrete-time LTI system:{
x(k + 1) = Ax(k) +Bu(k) +Dd(k) +Dww(k)

y(k) = Cx(k) +Dvv(k)
(5)

where x ∈ Rnx is the state vector, u ∈ Rnu is the known
input vector, y ∈ Rny is the output vector, w ∈ Rnw and
v ∈ Rnv are respectively the disturbance and measurement
noise vectors and d ∈ Rnd is the unknown input vector. The
matrices A, B, C, D, Dw and Dv are time-invariant matrices
of appropriate dimensions.

Assumption 1. The initial state vector x(0), the disturbance
vector w(k) and the measurement noise vector v(k) are
unknown but bounded and satisfy:

|x(0)− p(0)| ≤ x+ |w(k)| ≤ w+ |v(k)| ≤ v+ (6)

with p(0) ∈ Rnx ,x+ ∈ Rnx
+ , w+ ∈ Rnw

+ and v+ ∈ Rnv
+ .

The goal of the present letter is to propose a new interval
observer derived from the zonotopic set membership state
estimation strategy proposed in [12] to provide guaranteed
bounds to both the state vector x and the unknown input vector
d.



III. MAIN RESULT

This section presents the system augmentation and the ZKF
strategy used to obtain the intervals containing the state and
the unknown input.

A. System augmentation and estimation strategy
In [5], [6], [19], [22], different strategies are proposed to

decouple the unknown inputs from the state with a change of
coordinates in order to find an interval containing the state
vector and use this information to find an interval containing
the unknown input vector. In this letter, the dynamical system
(5) is rewritten into a discrete-time LTI descriptor system by
considering the unknown inputs as auxiliary states [20], [21]
such that:{

Ex̄(k + 1) = Āx̄(k) + B̄u(k) + D̄ww(k)

y(k) = C̄x̄(k) +Dvv(k)
(7)

where:

x̄(k) =

[
x(k)

d(k − 1)

]
, E =

[
I −D
0 0

]
, Ā =

[
A 0
0 0

]
,

B̄ =

[
B
0

]
, D̄w =

[
Dw

0

]
, C̄ =

[
C 0

]
and choosing d(−1) = 0.

Assumption 2. The matrices C and D satisfy the rank
condition:

rank

[
I −D
C 0

]
= nx + nd. (8)

The goal is then to find two bounds x̄u and x̄l for the
augmented state vector x̄ such that:

x̄l(k) ≤ x̄(k) ≤ x̄u(k),∀k ∈ N. (9)

To do so, it is necessary to introduce the following lemma.

Lemma 1 ([25]). Given matrices X ∈ Rn×m, Y ∈ Rm×p

and Z ∈ Rn×p with rankY = p, the general solution X of
the equation XY = Z is:

X = ZY † + Ξ
(
I − Y Y †

)
where Ξ ∈ Rn×m is an arbitrary matrix.

With Lemma 1 and Assumption 2, it is possible to find two
matrices T and N such that:

TE +NC̄ = I (10)

with:

T = Θ†λ1 + ΞΨλ1 N = Θ†λ2 + ΞΨλ2 (11)

where Ξ ∈ R(nx+nd)×(nx+nd+ny) is an arbitrary matrix and:

Θ =

[
E
C̄

]
, Ψ = I −ΘΘ†, λ1 =

[
I
0

]
, λ2 =

[
0
I

]
.

Using relation (10), the descriptor system (7) satisfies [20]:
x̄(k + 1) = ξ(k) +Ny(k + 1)−NDvv(k + 1)

ξ(k) = TĀx̄(k) + TB̄u(k) + TD̄ww(k)

y(k) = C̄x̄(k) +Dvv(k)

(12a)
(12b)
(12c)

In order to find the bounds of x̄(k) from (9), it is then
necessary to characterize the FSS X (k) of x̄(k), i.e. all states
x̄(k) compatible with the evolution model (7) and with the
noise bounds and initial state set described in Assumption 1.
Exact computation of the FSS is often a complex task. There-
fore, an approach of lower complexity consists in computing
a minimal zonotopic outer approximation of the FSS with a
two-step strategy [12].

If there exists a zonotope X̄ (k − 1) containing x̄(k −
1), the first step, called time update step, consists in us-
ing (12a) to obtain a new zonotope X̃ (k) containing x̄(k).
Then, exploiting the fact that, by (12c), x̄(k) ∈ F (k) ={
x ∈ Rnx+nd

∣∣∣∣C̄x− y(k)
∣∣ ≤ |Dv| v+

}
, it is possible to find

X̄ (k) = 〈p̄(k), H̄(k)〉, a zonotopic minimal outer approxi-
mation of X̃ (k) ∩ F (k). This second step is the observation
update step and the set X̄ (k) is the minimal zonotopic outer
approximation of X (k). Finally, the bounds in (9) are such
that: {

x̄l(k) = p̄(k)−
∣∣H̄(k)

∣∣1
x̄u(k) = p̄(k) +

∣∣H̄(k)
∣∣1 (13)

The following paragraphs detail the two steps of the esti-
mation strategy.

B. Time update
The time update step of the ZKF is based on the following

theorem.

Theorem 1. Consider the descriptor system (7) satisfying
Assumption 2 and three zonotopes X̄ (k) = 〈p̄(k), H̄(k)〉 ⊂
Rnx+nd , W = 〈0,W 〉 ⊂ Rnw and V = 〈0, V 〉 ⊂ Rnv . If
at time k, w(k) ∈ W , v(k) ∈ V and x̄(k) ∈ X̄ (k), then
x̄(k + 1) ∈ X̃ (k + 1) = 〈p̃(k + 1), H̃(k + 1)〉 where:

p̃(k + 1) = TĀp̄(k) + TB̄u(k) +Ny(k + 1) (14a)

H̃(k + 1) =
[
TĀ ↓q H̄(k) TD̄wW −NDvV

]
(14b)

with q ∈ N.

Proof. From (12a) and (12b):

x̄(k + 1) ∈ TĀX̄ (k)⊕ TB̄〈u(k),0〉 ⊕ TD̄wW
⊕N〈y(k + 1),0〉 ⊕ (−NDvV).

However, by definition of the reduction operator ↓q , with q ∈
N, X̄ (k) ⊆ 〈p̄(k), ↓q H̄(k)〉, thus:

x̄(k + 1) ∈ TĀ〈p̄(k), ↓q H̄(k)〉 ⊕ TB̄〈u(k),0〉
⊕ TD̄wW ⊕N〈y(k + 1),0〉 ⊕ (−NDvV) (15)

or x̄(k+1) ∈ 〈p̃(k+1), H̃(k+1)〉, with p̃(k+1) and H̃(k+1)
as in (14), using properties (2) and (3) on (15).

From Assumption 1 and the definition of the descrip-
tor vector x̄, it is possible to define a zonotope X̄ (0) =
〈p̄(0), H̄(0)〉 ⊂ Rnx+nd , with p̄>(0) =

[
p>(0) 0

]
and

H̄(0) = diag
([
x>+ 0

])
, such that x̄(0) ∈ X̄ (0). With the

definition of this zonotope, and considering W = 〈0,W 〉 ⊂
Rnw and V = 〈0, V 〉 ⊂ Rnv , with W = diag(w+) and
V = diag(v+), the assumptions of Theorem 1 are satisfied



at time k = 0. Then, even without the second step of the
ZKF, it is possible to find a zonotope containing x̄(k) at all
time k > 0 by taking X̄ (k) = X̃ (k) and applying Theorem 1
with the zonotopes W and V previously defined.

The reduction operator is used in Theorem 1 to limit
the increasing complexity of the zonotopes involved in the
estimation process. The reduction order influences both the
complexity of the algorithm and the accuracy of the final
interval.

C. Observation update
The observation update uses the information from (12c) to

tighten the zonotopic set X̃ (k) containing x̄(k) obtained from
Theorem 1 into a zonotopic set X̄ (k) of minimal size.

From (12c), at time k, the descriptor vector x̄(k) belongs
to the set:

F (k) =

ny⋂
i=1

Fi(k) (16)

where the Fi, with i ∈ 1, ny , are strips of Rnx+nd :

Fi(k) =
{
x ∈ Rnx+nd

∣∣∣∣C̄ix− yi(k)
∣∣ ≤ (|Dv| v+)i

}
(17)

with C̄i, yi(k) and (|Dv| v+)i the i-th row of C̄, y(k) and
|Dv| v+, respectively. Given that x̄(k) ∈ X̃ (k) ∩ F (k), this
intersection is not empty and is tighter than X̃ (k). The set
X̄ (k) is thus obtained by computing an outer approximation
of X̃ (k)∩F (k). However, computing X̄ (k) from X̃ (k)∩F (k)
would lead to a conservative result [12].

In the following, it is considered that ny = 1, so that
F (k) = F1(k). The case ny > 1 is treated at the end of
the present section.

To obtain a less conservative outer approximation of
X̃ (k) ∩ F1(k), it is necessary to introduce the set S1(k) ={
x ∈ Rnx+nd

∣∣∣∣C̄1x− t1
∣∣ ≤ ε1}, with t1 ∈ R and ε1 ∈ R+

obtained with Definition 2, which is not empty and is a tight
strip with respect to X̃ (k) and F1(k). Since, by Definition 2,
X̃ (k)∩F1(k) = X̃ (k)∩S1(k), X̄ (k) is obtained by computing
an outer approximation of X̃ (k) ∩ S1(k).

To this end, [12] proposes the following theorems to obtain
a family of zonotopes Tj(k) = 〈τj(k), Tj(k)〉 ⊂ Rnx+nd of
order r, with j ∈ 0, r and r the order of X̃ (k), such that
X̃ (k) ∩ S1(k) ⊆ Tj(k), ∀j ∈ 0, r. Before introducing these
theorems, it is noted that, since x̄(k) ∈ X̃ (k) = 〈p̃(k), H̃(k)〉,
∃z ∈ Br = [−1, 1]r such that x̄(k) = p̃(k) + H̃(k)z.
Moreover, given that x̄(k) ∈ S1(k):

z ∈ G1(k) =
{
z ∈ Rr

∣∣∣∣∣∣C̄1H̃(k)z −
(
t1 − C̄1p̃(k)

)∣∣∣ ≤ ε1}
which is a tight strip with respect to Br [12].

Lemma 2 ([12]). Let S =
{
x ∈ Rn

∣∣∣∣c>x− t∣∣ ≤ ε}, with
c ∈ Rn, t ∈ R and ε ∈ R+, be a tight strip with
respect to a zonotope 〈p,H〉 ⊂ Rn of order r. Then,
the minimal volume box containing G ∩ Br, where G ={
z ∈ Rr

∣∣∣∣c>Hz − (t− c>p)∣∣ ≤ ε}, is the zonotope 〈b, L〉 ⊂
Rr of order r, with L diagonal such that:

bi =
1

2

(
α+
i − α−i

)
sgn

(
c>hi

)
, Li =

1

2

(
α+
i + α−i

)

where bi, hi and Li are respectively the i-th element of b,
column of H and diagonal element of L, with i ∈ 1, r, sgn is
the sign function, and:

α±i =

min

{
ε±(t−c>p)+|c>H|1

|c>hi| − 1, 1

}
if c>hi 6= 0

1 otherwise

Theorem 2 ([12]). Let S =
{
x ∈ Rn

∣∣∣∣c>x− t∣∣ ≤ ε}, with
c ∈ Rn, t ∈ R and ε ∈ R+, be a tight strip with respect to
a zonotope Z = 〈p,H〉 ⊂ Rn of order r. Let 〈b, L〉 ⊂ Rr be
the box obtained from S and Z with Lemma 2. Then, Z∩S ⊆
Tj = 〈τj , Tj〉 ⊂ Rn, ∀j ∈ 0, r, where:

τj =

{
pb + t−c>pb

c>hj
hj if j ∈ 1, r and c>hj 6= 0

pb otherwise

Tj =

{ [
t1,j · · · tr,j

]
if j ∈ 1, r and c>hj 6= 0

HL otherwise

where hi, with i ∈ 1, r, is the i-th column of H , pb = p+Hb
and:

ti,j =

Li

(
hi − c>hi

c>hj
hj

)
if i 6= j

ε
c>hj

hj if i = j

∀i ∈ 1, r, with Li the i-th diagonal element of L.

The zonotopes Tj(k) = 〈τj(k), Tj(k)〉 ⊂ Rnx+nd , with
j ∈ 0, r and r the order of X̃ (k), obtained from Theorem
2, are outer approximations of X̃ (k) ∩ S1(k) and thus of the
FSS. By definition, X̄ (k) is the zonotope Tj(k) of minimal
size. In this letter, the size of a zonotope is understood as the
sum of squares of its generators (also known as the Frobenius
norm of the generator matrix). Therefore, computing j∗ as:

j∗ = arg min
j∈0,r

tr
(
Tj(k)T>j (k)

)
, (18)

Tj∗(k) is the set X̄ (k), minimal zonotopic outer approximation
of the FSS.

The new criterion (18) is a contribution with respect to
[12], which considers the volume of the zonotopes Tj(k),
as defined in [18], as the minimization criterion. On the one
hand, the computation time of the volume of a zonotope is
higher than the computation time of the Frobenius norm. On
the other hand, the Frobenius norm is more conservative than
the volume in evaluating the size of a zonotope. Therefore, the
proposed minimization criterion is a good trade-off between
computation burden and conservatism.

When the system has more than one output, i.e. when ny >
1, Algorithm 1 is used. This algorithm guarantees that the
zonotope X̄ (k) = 〈p̄(k), H̄(k)〉 ⊂ Rnx+nd obtained at time k
is a minimal outer approximation of the FSS since, according
to (16) and Definition 2:

X̃ (k) ∩ F (k) = X̃ (k) ∩
ny⋂
i=1

Fi(k) ⊆ X̃1(k) ∩
ny⋂
i=2

Fi(k)

⊆ X̃ny
(k) = X̄ (k)

where the X̃i(k), with i ∈ 0, ny , are defined in Algorithm 1.
Finally, the bounds x̄u(k) and x̄l(k) satisfying (9) are

computed with (13).



Algorithm 1: Computation of the outer approximation
of the FSS at time k for a multi-output system

Input: The zonotopic outer approximation of the FSS
X̄ (k − 1) at time k − 1, the output y(k), the
zonotopes W and V derived from Assumption
1

1 Compute X̃ (k) with Theorem 1;
2 Define X̃0(k) = X̃ (k);
3 for i from 1 to ny do
4 Compute the strip Si(k) tight with respect to

X̃i−1(k) and Fi(k) (as defined in (17)) with
Definition 2;

5 Compute X̃i(k), the minimal zonotopic outer
approximation of X̃i−1(k) ∩ Si(k), with Theorem
2 and (18);

6 end
7 Define X̄ (k) = X̃ny (k);

Output: The zonotopic outer approximation of the
FSS X̄ (k) at time k

IV. NUMERICAL SIMULATION

Consider the discrete-time LTI system (5) where:

A =

0.2 0.4 0.1
0 0.7 0.2
0 0 0.5

 B =

0.3
0.8
0.1

 D =

0.5
1

0.5


C =

[
0.3 0.1 0
0 0.2 0.1

]
dw =

0.1
0.8
0.3

 dv =

[
0.5
0.4

]
and Dw = diag(dw) and Dv = diag(dv). The disturbance
and measurement noise vector are randomly chosen and satisfy
respectively |w(k)| ≤ w+ and |v(k)| ≤ v+, ∀k ∈ N, where
w+ = 0.06 · 1 and v+ = 0.06 · 1. The input signal is u(k) =
sin(0.02πk). The unknown input is d(k) = 0.3 sin(0.05k).
The values of p(0) and x+ defined in Assumption 1 are p(0) =
0 and x+ = 0.1 · 1. The reduction order for the time update
step is q = 20.

The value of Ξ in (11) can be chosen as the one minimizing
the estimation error x̄(k) − p̃(k) as in [26] or the volume of
X̃ (k) as in [24]. However, for the sake of simplicity, it is
considered in this example that Ξ = 0. The matrices T and
N satisfying (10) are:

T =


0.6645 −0.2882 −0.0882 0
−0.5716 0.3905 −0.2095 0
−0.2787 −0.3071 0.8929 0
−0.5858 −0.6047 −0.2047 0



N =


1.1185 0.8815
1.9052 2.0948
0.9289 1.0711
1.9526 2.0474

 .
To assess the efficiency of the method proposed in this

letter, it is compared with the interval observer proposed in
[6], where the observer gain is obtained by a Schur stable
pole assignment {0.1, 0.5}, and with the zonotopic observer

0 50 100 150 200

−4

−2

0

2

x
1

State x1 Proposed bounds
Bounds from [6] Bounds from [21]

0 50 100 150 200

−4

−2

0

2

4

x
2

State x2

0 50 100 150 200
−1

−0.5

0

0.5

1

k (sample)
x
3

State x3

Fig. 1. States and guaranteed bounds from the proposed observer and
the observers from [6] and [21]

proposed in [21]. Fig. 1 presents, in solid lines, the simulated
value of the three components of the state vector x(k) over
time, in dashed red lines, the lower and upper bounds for
each of these components obtained with the zonotope-based
strategy presented in this letter, in dash-dotted green lines, the
bounds obtained with the method from [6] and, in dash-dotted
blue line, the bounds obtained with the observer from [21]. Fig.
2 presents the unknown input d(k) in solid line, the lower and
upper bounds obtained with the method presented in this letter
in dashed red lines, the bounds obtained with the method from
[6] with dash-dotted green lines and the bounds obtained with
the observer from [21] with dash-dotted blue lines. From these
figures, it can be seen that the the proposed zonotope-based
interval observer performs as expected since (9) is satisfied for
the three states as well as for the unknown input. Moreover,
it gives bounds tighter than the observer based on successive
changes of coordinates proposed in [6] and on par with the
bounds obtained from the pointwise observer with propagation
of the uncertainties presented in [21], as can be seen in Fig.
1 and 2.

Another way to evaluate the accuracy of the proposed
observer is to compare the average estimation bounds, i.e. the
average value of the difference between the upper bound x̄u
and the lower bound x̄l, i.e. the average value of x̄u(k)−x̄l(k),
for both observers. The average values for the three states and
the unknown input for both methods are gathered in Table I.
This table then confirms the fact that the proposed observer
provides bounds tighter than the observer from [6] on this
example. It also confirms that the performance of the proposed
observer is on par with the observer from [21] on this example.
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Fig. 2. Unknown input and guaranteed bounds from the proposed
observer and the observers from [6] and [21]

TABLE I
AVERAGE ESTIMATION BOUNDS FOR THE STATES AND UNKNOWN INPUT

Observer x1 x2 x3 d

Observer from [6] 0.6021 0.7428 0.6831 1.4273
Observer from [21] 0.1773 0.3097 0.2971 0.5103
Proposed observer 0.1856 0.2924 0.2894 0.5119

In the present case, the value of the matrices T and N has been
chosen arbitrarily. Therefore, by tuning T and N adequately,
the performance of the proposed observer might be improved
to provide tighter bounds than [21].

V. CONCLUSION AND FUTURE WORK

A new zonotopic Kalman filter-based interval observer
for a discrete-time linear time-invariant system subject to
unknown inputs and unknown but bounded perturbation and
measurement noise is studied. The initial system is rewritten
into a discrete-time linear time-invariant descriptor system by
augmenting the state vector with the unknown input vector.
As with classical Kalman filter, the interval estimation process
is divided into two steps at each time instant. The first step
uses the information from the system’s dynamics to derive a
zonotope containing the augmented state at a given time instant
from the knowledge of a zonotope containing the augmented
state at the previous time instant. The second step uses the
information on the output of the system to reduce the size
of the previously found zonotope. The interval observer is
then able to simultaneously provide bounds to both the state
vector and the unknown input vector. To assess its efficiency,
the proposed observer was compared in simulation with two
other state-unknown inputs interval observers existing in the
literature based respectively on a change of coordinates and
on a pointwise observer with propagation of the uncertainties.
In future work, a formal proof of convergence should be
formulated. In addition this method could be extended to linear
parameter-varying state space or descriptor systems subject to
unknown inputs.
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