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Abstract
In the present paper we study the asymptotic behavior of discretized finite dimen-
sional dynamical systems. We prove that under some discrete angle condition and
under a Lojasiewicz’s inequality condition, the solutions to an implicit scheme con-
verge to equilibria points. We also present some numerical simulations suggesting
that our results may be extended under weaker assumptions or to infinite dimensional
dynamical systems.
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1 Introduction

A question that naturally issues when considering the study of the asymptotic behavior of
dynamical systems is wether noticable differences arise between continuous models and their
discretizations. This is of course of main interests from the mathematical point of view, but
it is also very common to introduce continuous models as a limit of a, say, physical model
with low or very large scales of unknowns interactions involded. In this paper, what we have
in mind lies indeed in the discretization of a nonlinear wave equation with a (here nonlocal)
nonlinear part for which we give some numerical simulations in part 5.3. Having settled
this, by means of an implicit discretization in time, the major results of this paper deal
in fact with the asymptotic behavior of a discretized version of the following second order
differential equation

&+ |z|"t + VF(x) =0, (1)

for some real-valued function F' and o« > 0. Different discretizations may be considered. We
will here focus on an implicit discretization, in the spirit of the famous paper [1] in which the
main results’ angular stone is given by the inequality (4) satisfied by a sequence (z,). For
such a sequence, the main results of the present paper, theorems 2.1 and 4.7 state that, on
the one hand provided a Lojasiewicz inequality is satisfied as well as, on the other hand, the
inequality (7), the convergence of this sequence occurs and the speed of convergence is esti-
mated. This inequality (7) finds its origin in a more abstract inequality namely the so-called
“angle condition” for continuous systems, which we describe further in this section. Though
it is not stated this way in [1], the results therein have been considered by the authors in [18]
to be more dedicated to explicit euler schemes, while in [18] an implicit scheme is considered
for gradient-systems. The same implicit situation has been independantly considered in [4].
In order to illustrate our results, some numerical simulations given in section 5 are presented
with assumptions to comply (7), as well as more general situations which incline to think
that the results given in section 4 may be extended.

Semi-implicit schemes are also considered in the present paper in section 5 leading also to
think that our results may be also extended to this type of scheme.

Concerning the above evocated nonlinear partial differential evolution equation, with a non-
local Holder norm, rewritten in an abstact form equivalent to (1), we also performed some
computations. For these, we used an implicit scheme in time together with a finite ele-
ment method in space (here the space dimension is 1). The results that we obtain therein
are in a way consistent with the asymptotic behaviour of solutions of (1) as given in [11], [12].

Let us briefly recall about the angle condition. We consider
u(t) + F(u(t)) =0, t>0, (2)

where F € C(RP; R?). Let £ € C'(RP,R). One says that & and F satisfy an angle condition
if there exists a > 0 such that

(E'(u), F(u)) > a||&' (w)|| [|F(u)|| for every u € RP. (3)
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This condition appeared first in [1] in order to study (2) and discrete systems.

It is clear that (1) can be written in the form (2). Chill et al. used in [8] this angle condition
to study the behavior of solutions of (1) when ov = 0. More recently, Haraux and Jendoubi
generalized in [10] the angle condition by adding a power § to ||€'(u)|| in order to deal with
the equation (1) when a # 0. In the situation when one studies discrete systems, as we
already said some ”discrete” angle conditions have been considered. To our knowledge, the
first one appeared in [1] and requires that the studied sequence (x,) satisfies the explicit

form :
D(2,) — Y(wn41) 2 o[VO(20)||[|T041 — 20, (4)

where & is a real-valued function and ¢ > 0. It would be also worth to study the situation

when
() — P(Tny1) 2 o[ VO(zpp1) [ 201 — 2all- (5)

The question of convergence under this last hypothesis instead of (4) is open to our best
knowledge. Alaa and Pierre studied in [2] the convergence under the following assumption

®(2n) — ©(n41) 2 oI V(@) [I* + |71 — 2] (6)

It is straightforward to see that a sequences satisfying (6) also complies to (5).
In this paper we try to extend the results in [2] by considering (7).

2 Main results of the paper
Let ® : R — R be a C! function, ¢ > 0, 8 > 1 and let us consider a sequence (z,,)

satisfying : )
O (2) = (wn1) 2 o[V (@ar) |7 + [lwnsr — 2| 7. (7)

Theorem 2.1. We assume that there exists 6 € (0, 3] such that
Va € RY 3¢, >03r, >0/ Vu € RY : |lz—a| < re = |[VO(2)] > ca|®(2) —P(a)]* . (8)

Assume also that

B(1—0) < 1. 9)
Let (z,,) be a sequence satisfying (7). Then either lirf |z,|| = +o00, or there exists x> € RY
n—-+0o0

such that V®(2*°) =0 and

lim xz, = z*.
n—-+00

Precisely, in this case we have

O(e ") for some ¢ >0 if = ﬁ
o S (10)
O(n P0=0-0) if B > =,



Remark 2.2. Let us note that since 8 > 1 and 6 € (0,1], then 5(1 — §) > 6. Let us also
remark that the equality § = & requires =1 and 0 = %

Remark 2.3. If there exists M > 0 such that Vn € N, ||z,|| < M, then the hypothesis (8)
may merely apply to those a € RY such that ||al| < M.

Remark 2.4. By using Young’s inequality, one checks that the sequence (x,,) defined by (7)
satisfies
B+1

O(zn) — P(xnt1) 2 0 IVO (@) 1|41 = 2l (11)

Remark 2.5. Even in the case § =1 (see remark 2.7 page 1296 of [2]) counterexamples to
the convergence may occur either in the discrete or the continuous case. For the continuous
case, one may refer to [17, 14|, while for the discrete situation one may refer to [1].

3 Proof of Theorem 2.1

If hIE |zn|| # +o0 the sequence (z,) has a bounded subsequence. Let £ be an accumu-
n—-+0oo

lation point of the sequence. Since (®(z,)) is a non-increasing sequence, lim,,_, o ®(z,) =
O (2>°). Assume that for some ng € N, ®(z,,,) = ®(2>°), then for all n > ngy, ¢(z,) = P(x,,).
According to (7), x,, = x,, for all n > ny.

Otherwise, for all n € N, one has ®(xz,,) > ®(z*).

According to (8), we get

Jeo>03Ir>0/Vz eR™: |z — 2| <r = ||[VO()] > co|®(z) — P(z™)]*?.  (12)

In the sequel, without loss of generality, we assume ®(z>°) = 0.
Since £* is an accumulation point of (z,), there exists n; € N such that

1

(l) T B )] < g (13)

o
oy~ o < 2 and @) 00 s ol <L (1)
where )
28(1-9) 1 27+
C1 = 5 ek Cy = = 1. - (15)
(1—5(1—9))0’(ﬁ—|—1)60 OB+ 28+T — 1
Let K =sup{n > ny/ Vi € [ny,n+ 1], [|Jz; — || < r}, and assume that K < +o0.
Let us note that
Vnen — 1, K] |xpe — 2% <
Let n € [ny, K]. As in [18, 2] we distinguish two cases.
First case, we assume that
d(x,
B(ap1) > (2 ), (16)
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We have

@) 700 = (@) )

I

(1—B(1=0)[®(x,) — B(2pg1)][®(2,)] P20
27 P10 (1 — B(1 — 0))[®(2) — D(pi1)][®(w41)]PEY

AVARLY,

v

v

27 A=0)(1 — B(1 — 9))aT

27900 (1 — B(1 - 0))o

(1—6(1—0)zP0= dy

B+1

prl
E

For the second case, we assume that

From (7), we get

In both cases we have for all n € [n, K]

|’In+1—xn|| < —1[‘1)(%)—

IN

IN

201 — |

< o (190~ [0

Cngm—l — |

(by (16))

| Zns1 — 2| | V(i1 ||P[@ (201 )] PO

(by (11))

(17)



where ¢; and ¢y are defined in (15).
Now we have

losr — ol
< oo —zrall + [Tk — 2o
1 1 1
< (5)7 ) - ol 4 i ol by ()
_1
1Y) A+t 1
= <3> (D0, )7 + ||k 1 — oo
\
< L facn —anl (v (13))
3
S R E ENE N
T K r
< o+ kZ lznar —aall + 5 (by (13))
=n1
1 1 2r
< e (@) 0 = [ ) + e ([0 — [Bexa)] 7T ) + 5

1 2
< @) PO 4+ o[ ()] 4 2

3
< 1 (by (14))

which contradicts the definition of K. Thus K = oo and (18) is true for all n > n;. So
S ||Znt1 — || converges and so the sequence (z,,).
We now will prove (10). We proved (see (18)) that for all p > ny

Hl‘p—l-l - po

< o (1)) P00 = [@(ay)]H) - ([@(2)] 7 = [@(ap10)]7H)

For any n > ny, there holds

0o
lzn — 2= < D llpen — 2,
p=n

< a@(@,)] P00 4 e[ @(a,)] P (19)

If there exists ny > ny such that ®(z,,) = 0, since (®(x,)) is non-increasing, then for all
n > ng, ®(z,) = 0. Using (7), it comes x,, = =™ for all n > ny. Otherwise, in order to
estimate the speed of convergence, we will adopt the related method in [18, 2]. See also
[12, 5, 10, 13] where the speed of convergence is given in the continuous case.

Without loss of generality one may assume that ®(z,) < 1 for all n > ny. From (19), it

comes L
o (c1 + c2)[®(2y)]FFT, if B(1—-0) =10,
Hxn -z H <

(20)
(c1 + ) [®(z,)] P09 if B(1 —6) > 0.
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Note that if S(1 — ) = 6 then 115 = 1 — 6.
For all n > ny, there holds ||z,, — 2*°|| < r, so that according to (12), one has
IV® (@)l = co® ()" (21)
Let
G:(0,400) — (0,400)
—In(s) if B =2
s — G(s)= { _ 196

1
[B(1—0)—0]sP0-7)-7

For all n > ny, one has

®(an) ds
G@a) - GO = [

(Tn+1)
O(xy) — P(2p41)
[@(z,)] -0 1+5)
o||V®(x,) || P
[®(x,,)] 10 (1+5) (by (7))

> ™o (by (21)).

We therefore get
Vi G(0(,) = G(D(ra,)) > e Foln —ny). (22)
Now if we assume that g = ﬁ, we get
VYn>ny  —In(®(z,)) + In(B(x,,)) > g Po(n —ny),

or
1+

Vn>ny ®(x,) < (P(zn,))e

Thus, from (20), it comes

O’(TL*TLl).

vn Z ni Hxn - xooH S [(I)(:Cnl)]1—067(;(1)*50(1,9)(”7”1).

Likewise if 5 > 1%6, we infer from (22)

VY >ny G(O(x,)) > b Poln —ny) + G(®(xn,)).

So for all n > n,

or
1 1

BI—0)—0
Bl—=0) =0 Po(n—ny)+ G(Cb(ﬂfm)))

B(a,) — B(2™)] < (

(10) follows again using(20).



4 Application to an implicit scheme

In this section we apply our method to the following example, which to our best knowledge,
has not been considered yet in our framework of asymptotic behaviors.
We consider a sequence (t,, Uy )nen in R? x R? satisfying

un+1 — Up
A
Un — Up a
—HT = _an—HH Unt1 — VF(UTH-I) (23)
Ug, Vg € R
where @ > 0 and F : R — R is a C'! function such that
Jep >0/ Yu,v € RY < VF(u) — VF(v),u —v >> —cpllu — v||*"2, (24)
Lr >0/ VYu,v € R? |[VF(u) — VF@)| < Lp|lu—v]. (25)

Let us remark that this case is more general than the case when a = 0 already treated
in [9], we think that our example thus generalizes the examples therein, though we require
somewhat strong assumptions in order to have an ascertained situation.

Remark 4.1. Let us remark that the assumption that, for C? functions, (25) is equivalent
to the fact that V2F is bounded, while condition (24) implies that F is convex. Since, the
condition (24) is only used in the proof of the next proposition and lemma 4.4, future works
examining situations when (24) is not satisfied would probably be of nice interests.

The existence and uniqueness of a sequence satisfying (23) is not clear in general. The
proposition below gives some sufficient conditions for which it is the case.

Proposition 4.2. Assume that F is of class C*(R?), coercive and that (24) and (25) hold,
then for any (ug,vo) € R*, provided At is small enough, the sequence (u,,v,) given by (23)
is well defined, and we have

1 1
vn e N §|lvn+1|l2 + F(un 1) < §||vn||2 + F(un). (26)

Proof. Let us now denote Ey = 1|jvg||2 + F(ug). Due to the coercivity of F', we can choose
some R > 0 such that if F(u) < Fy then u € B(0, R). Let us also denote R’ = \/2Fj.

Let us consider some function N; : R? — R? which is C', bounded and globally lipschitz on
R? and such that Ny (v) := ||v]|*v on B(0,3R’). Let us also consider a function Ny : R — R4
which is C* bounded and globally lipschitz and such that Ny = —VF on B(0,3R). It is
standard (see [6]) that provided At is small enough, there exists a unique sequence (uy, v,,)
such that

Unp41 — Un —

. At ) n+1 (27)
n+1 = Un

+A—t = —N1(Vng1) + No(tpy1).



Let us remark that we have

[ur ]| < fluoll + Atfjs ]
[o1l] < [[voll + M At

where M = || N1||oo + || V2]]0o-
Thus we get

|ur|] < JJuol| + At(||lvol| + MAR)
|v1]| < flvoll + MA.

Thus for At small enough depending only on R and R’ we have
('U,l,1)1> € B(O, 2R) X B(O,2R/>

and thus (u,v;) satisfies

U — Ug
At
V1 — Vg

At

:Ul

(28)

= —[Jv |01 — VF(u;)

Now if we apply the proof of Proposition 4.5 below with n = 0 we get that if At is small
enough we have (26) with n = 0 (for n = 0 the proof of Proposition 4.5 only requires that
assumptions (24) and (25) are satisfied and the fact that (u;,v;) are solutions of (28)). We
thus get F(uy) < Ep and |[v1]] < R, we can thus proceed by induction and this gives the
existence and uniquess of a sequence satisfying (23). O

In the sequel all the results depend only on the existence and uniqueness of a unique
sequence satisfying (27), which we assume. The previous proposition gives a sufficient con-
dition for which this is the case.

Let S = {a € R? / VF(a) = 0}. We assume also that there exists § € (0, 1] such that

Va eS8 30, >0Tw,>0/VueRe: |ju—al <8 = [|[VE@W)|| > va F(u)— F(a)]'™°. (29)

Proposition 4.3. ([15, 16, 7, 5]) Assumption (29) is verified if one of the following two
cases holds:

- F' is a polynomial, or

- Fis analytic and S is compact.

The proof is given in the appendix.

Lemma 4.4. The hypothesis (24) on F implies that

Vu,v € R F(v) > F(u)+ < VF(u),v —u > —C?FHu — oo *2,
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The proof is given in the appendix.
The energy of the system is defined by
Lo
B(u,v) = llol + F(u)

Proposition 4.5. Assume F satisfies (24). Let (un,v,) be a sequence satisfying (23), then
we have .
F
Btns1, V1) = Bl va) < A8 [1 = Z(AD™ [[o 2.

Proof. By taking the scalar product of the second relation of (23) with Atw, 1, it comes

Un4+1 —

(%
At n,AtUTH_l >= —At||?}n+1||a+2— < VF(UR+1), Atvn+1 >

or
[onsi = < vn, Unsr >= = Atl[vnia |7 = < VF(uni1), tnar — un > . (30)

By using the Cauchy-Schwarz inequality, there holds
1 2 1 2
— < Uy Ung1 >2 =5 [[onga I = Sl (31)
2 2
Combining (30) and (31), if follows that
1 2 1 2 a+2
Slonll” = Sllon|” < = Atflons 7= < VE(uns1), tngr = n >,
and then
E(tny1,Vn11) — E(ty, v,) < _AtHUn—HHO[—i_2 + F(tunt1) = Ftn)— < VE(Upi1), Un1 — Un > .
By using lemma 4.4, we get
c
Bl tnsr) = B, vn) < =St + 5 i = |5
= —At 1= (A0 Jfon |2,
from which the proof is completed. O
In order to study the asymptotics of the sequence (u,,), we define the w—limit set

W((tn)nen) = {a € R : Ing — oco/u,, — al.

1

Corollary 4.6. Let F satisfying (24) and assume that 0 < At < (é)rﬂ Let (tp,vy,)

be a sequence satisfying (23). If (uy,) is bounded, then lim E(u,,v,) ezists, v, — 0 and
n—oQ

W((tn)nen) is a nonempty compact connected subset of S.

10



Proof. According to proposition 4.5, (E(un,v,)) is non increasing, thut converges in R U
{—o0}. From the boundedness of (u,), we deduce that (E(u,,v,)) converges to a real
number. Using again proposition 4.5, > [[v,.1]|*™ converges, so (v,) tends to 0. Now as
(u,) is bounded, the set w((up)nen) is compact in RY. Besides, from the first relation of
(23), one deduces that (u,+1 — u,) tends to 0 . It is standard to prove that w((un)nen) is a

connected part of R?. The second relation in (23) shows that w((uy)nen) C S. O

Theorem 4.7. Let F : R? — R C? satisfying (24), (25) and (29). Assume also that
1

0 < At < (%) “and o € (0,:%5). Let (un,v,) be a sequence satisfying (23) and we

assume that (u,,) is bounded. Then there ezists a € S such that

lim Alvp || + flun — all = 0.
n—-+4o0o

In addition as n — +oo we have

_ (1-6)a
ltn = all = O (n”=msa51) (32)

Remark 4.8. If F'is coercive (i.e. lim F(u)= +00), then (u,) is bounded.

[[uf| =00

Remark 4.9. The case 0 = "‘“ never occurs since 6 € (0, ;] and Zi; > 5

Proof. By corollary 4.6, v, — 0 and w((uy)nen) is nonempty. Let a € w((un)neN) Then
there exists ny — oo such that u,, — a. By continuity of F, we have hm E(up,v,) = F(a).

Up to make the variable change u = a + w and if we set g(w) = (a + u) — F(a) (hence
Vg(w) = VF(u)), we can assume that a = 0 and then F(0) =0, VF(0) = 0.
Now let € be a positive real, and we define for all u,v € R?

O (u,v) = E(u,v) +¢||VF(u)||* < VF(u),v >
Let us define x,, = (up, v,). According to the proposition 4.5, for all n € N :

(I)z-:(xn—i-l) - (I)s(xn)
C
< —At1 - ;(At)“+1 1172 4+ e[| VE (uni)|* < VF (1), vpgr >

-

T1
—[|VE(u,)||* < VF(uy), v, >]
Ty
= ||VF(un+1)||a < VF(Un+1)vUn - AtHUn—i-1||aUn+1 - AtVF(un—i-l) >

= AV ()72 = AV () [0 < VF (1), v > +
HIVE (i) [ < VE (1), v >
AUV E ()[4 + AT F ()[4 [0 [ (33)
HIVE (i) [ < VE (), v >

IA
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T, = —||VF(u,)||* < VF(uy),v, >

—|VF (un)||* < VF(up) — VF(tuny1) + VE(upi1), vy >

—|VE(up)||* < VF(up) = VF(tupi1),vn > —||VF(un)||* < VF(upi1), v, >
IVEua) [*IVF (un) = VE(upid)[[[[vall = [VF(un)||* < VF(uns1), vn >
LpAt|VEua)|*[[vasal[lvall = IVEua) [|* < VF(unt1), v > . (34)

IA A

LAV F () |0 on]

LAV (un) = VE (1) + V()| [0 [ oa]

LAt [V E () = VE (i) [* + [V F ()] [0 o]

LAt (LA |01 + [VE ()] [onsalllloal] By (25) and (23))

(LA o | oall + LAY F () [*[omsa o

(LA [0t |7 o1 + Al om0t + AEVF ()]
LAV F () [ s o1+ Atlvnr[*0nss + AV ()| ( by (23))

(LA o ]2 4 L (A2 [, 1|22 + L (A |0 1| [V F ()|
LAV F ()| 012 + L (A ()| [0 (35)

L (AT F () " ]

VAN VAN VAN VAR VAN

IN

Since v, — 0, then without loss of generality we assume that for all
VneN, || <1 (36)
From (33) we get

i < —AtVEF(unsr) | + AV () [ [vn | (37)
+H|VE (tups1)||* < VF(upi1), v, > .

Also from (35) we get

LAY F ()| om0
< (LA o[+ LEAD 2 o |72 4+ LE (A o[V (w0 |
LAV (t0) [ Jons |2 + Lo (A2 V()| o |
L (AL VE ()[4 o
(LA™ (L4 A8 onaa [ + LE (A [0 1|7 [V F ()] (38)
+LeA(L+ AD|VE ()| v |2 + L (ALY E ()| [0

IA

Using (38) in (34), we get

T < (LpAD*™ (14 At [op ]| 4+ LEFH (A2 oI VE ()| (39)
+Lp AL+ AV E (i) [ *[vnsa |* + L (A [V F (unger) || [0 ]
—[VF(un)||* < VF(upt1),vn > .

12



On the other hand

IVE(un ) |* < VE(unir), vn > =[[VE(un)[|* < VE(uns1), vn >
UV E (uns)[[* = IVE(un)[|*] < VF(unia), vn >

< IV i) I = [VE () |11V F (i) o
< IV Fner) = VE(un) [V E ) o]
< (LA ot [ IV (i) loall by (25) and (23))
< (LAY ot [V i) [ ms1 + Aot [*nss + AV ()| ( by (23))
< (LAY ot [ IV ()| + (L) (A o[ IV E )| +
(Le)® (A [0 ||V F (1)
< (LAY (L4 A ot | IV E )|+ (L) (D)™ ot [V F ()% (40)

By using (37) (39) and (40) we obtain

T4 Ty < —ATF (i)™ 4 AT F (i) | omes
F(LPAN (1 A o |2 4 L (A [V E )|
FLp AL+ AV F ()| *l0nsa |2 + Le(A)? [V (i) [T [vaa |
HIVE(ups)[|* < VE(upi1),v0 > = [[VE(u)[|* < VF(tni1),vn >
< AV F ) [ 4 AT () [ o] + (LAY (1 AL [
FLEH A 2 o1 [TV (un )| + LeAt(1+ AtV F (1) [|*[[on s [
LIV E b I ol + (LA (14 Ao+ IV F it
+ (Lp)™ (A v [NV F () |12
AV EF (1) |72 + A1+ LA [V F (tn0) | o |
+ (LA™ (14 Ab)[|vg | **?
+ [LETH A2 + (LpAD)® (14 A)] [[op 1 [|*THVF ()]
FLp AL A A VF (un ) [*lonra* + (L) (A v |||V F () |

IA

Using now Young’s inequality, we find some constants cs, ¢4, c5, cg > 0 such that

At(1+ LeA)|VE () 1 Jona|| < %HVF(%HJ)HCH_Z + e[|

[LEH A2 + (LpA)® (1+ AD] [[va |*THIVF (ung) | < %HVF(%H)H”” + calfvna [
LpAt(1+ At)||VF (un) | [on[* < %HVF(%HHV"+2 + 5o |

(L) (A Mot [V F () * < %HVF(%H)H“” + gl [vna [T

Hence

At (6% [e%
h+T < _?“VF(“nH)HMQ + (LpAH) T (L + At) + c3 + s+ 5+ ¢6)|[vnra | *T2. (41)

13



Then
Del@nir) = Pelwn) £ —AF[1= T(AY™ [[o |2 + (1 + T)

c At
-t [1= F a0 ol - | 5] 19l

+e((LpA) ™ (1+ At) + ¢35+ ¢4 + 5+ ¢6) [vp1 ]| *

IN

By choosing € = € > 0 small enough, we get constants ,~" > 0 such that

C(wn) = Pe(tnir) = Y [lvarI*? + [ VE (i)
>y [lonsall + IV F (s 1772 (42)

Let us show that when (u,) is a bounded sequence, (z,) satisfies (7) with the function ®.
Indeed, a simple computation gives

Vo (u,v)
(VF(u) +&||VF(u)||*V2F (u) - v + 2a||VF (u)]|*? < VF(u),v > V2F(u) - VF(U))
v+E||VF(u)||[*VF(u) '

For it is assumed that (u,) is bounded and that ||v,|| < 1, there exists a constant n > 0 such
that

Vn €N [[VO(zy 1) < nlllvnsal + IV EF (wns1)][]- (43)
On the other hand

Hanrl - $n” = ”(unJrl — Up, Uny1 — UH)H

(A1, =Bl — AT F (i)
2\ o
< 2(2)7 lowall + 19 (sl (a1

By combining (42) — (43) and (44), we get that (®z(x,)) satisfies (7) with § = a + 1 and

7 = min (355 ()77 5o gt )

From the remark 2.3, let B C R? x R? be a ball containing (u,, v,). For all (u,v) € B

IV ®=(u, v)|

IVE(u) +&||VF(u)||*V2F(u) - v +2a||[VF(u)||*? < VF(u),v > V?*F(u) - VF(u)|| +
lo + [ VE@)[*VE(u)]]

= |VE@)| = llIVF)|*V*F(u) - v+ Ea|VF(u)[|*™* < VF(u),v > V2F(u) - VF(u)|| +

[o]l = EIVEW)[*VF(u)]
> (L =gO)[[lvll + IV E )]

By possibly taking £ > 0 smaller, there exists p > 0 such that
V(w,v) € B [[VO:(u,v)|| = plllv] + VF(u)]]. (45)

14



If (a,b) is not a critical point of ®z, then ®; satisfies (8) with § = 1 as best exponent, thanks
to the continuity of ®-.
Let (a,b) € B be a critical point of ®=. Then VF(a) =0 and b = 0. From (29)

30, >0, >0/ Yu € RY: |ju—a| <8y = |[VE()|| > va| F(u) — F(a)*.  (46)

On the other hand, by using the Cauchy-Schwarz inequality, we get

[D=(u,v) — <I>g(a,0)]l_9 = %H’UHQ + F(u) — F(a) + ¢||VF(u)||* < VF(u),v > i

< PO+ [F(u) = F(a)[' + [ VF (u)[| D o] '=0(47)
Thanks to Young’s inequality we obtain
IV F ()00 < |V F ()| + [Jo]| =07
Then (47) becomes
[@c(u,v) — De(a,0)]'7 < [0 240 + |F(u) — F(a)| '™ + |[VE(@)| + o] 709

Since 2(1 — 6) and #ﬂe) are bigger then 1, using also (46), we get for all (u,v) € B with

lv]] <1 and ||u—al <,

[@=(u,v) = Pe(a, 0)]'™" < loll + [F(u) = F(a)"™" + [VF(u)]| + [Jv]

< (242 ) UTF@I+ ol
1 1
< 2 (24 ) Ivetunl by ()

a

Therefore @z satisfies (8). Moreover since o < &, we have

B1—6) = (a+1)(1—0) < <%+1) (1—0) =1,

and (9) is satisfied. All the assumptions of theorem 2.1 are thus satisfied
In order to get the speed of convergence given in the theorem 4.7, it suffices to remark
that when 5 =1+ a we have

1-B8(1—-60) 6-(1-0)a
Bl—0)—60 1-20+a(l—0)
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5 Numerical simulations.

5.1 The finite dimensional case

In this section we present some numerical results on the implicit scheme given by (23). The
simulations were performed with C++ and python3. We dealt with more general situations
of C? functions F than convex and coercive ones as well as we also performed some numerical
simulations with a semi-implicit scheme (see below).

In the situation of (23), obtaining (41, vn4+1) from (u,,v,) has been done by means of
a Newton method.

We have considered different F' and different value of a, even with a > 1. The F's that we
consider do not necessarily statisfy the conditions imposed in order to get convergences, but
in many situations we observe numerical results that are conform to the predicted behavior.

Here are some pictures of the results of the simulations. In each, we have fixed a maxi-
mum number of iterations and a stopping condition on to the value of F' on the sequences
constructed with respect to the minimum value of F'.

5.1.1 Example 1
We considered the following situation : See figures (1) and (2) and (3) and (4).

F:R* =R

(u,v)HF(u,v):{

a=0.4, At =0.01 or 0.1, N = 1000 is the maximum number of iterations.

T+ 202 = 1) ifu? + 202 —1>0 (48)
0 elsewhere.
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Figure 1: Simulation for (48). Here v = 0.4 and At = 0.01, the dotted curve is the apparently
decreasing relative energy E(uy,,v,)/E(ug,vy). The solid curve is the boundary of the zero
level of F' (which is in its interior). Convergence occurs to a critical point of F' which may
be in the interior of the zero level set of F'.
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Figure 2: a = 0.4 and At = 0.01, the dotted curve is the value of the velocity v,,. The solid
curve describes the coordinates of u,. The dash-dotted curve corresponds to the sequence

(U, F(tn, vy)).
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Figure 3: Simulation for (48). Here a = 0.4 and At = 0.1, the dotted curve is the relative
energy FE(up,v,)/E(up,vo). The solid curve is the boundary of the zero level of F' (which
is in its interior). Convergence occurs to a critical point of F' which seems to be on the
boundary of the zero level of F.
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Figure 4: Simulation for (48). Here a = 0.4 and At = 0.1, the dotted curve is the value
of the velocity v,. The solid curve describes the coordinates of u,. The dash-dotted curve
corresponds to the sequence (uy,, F'(un,vy)).

5.1.2 Example 2

We also considered the following situation : See figures (5) and (6) and (7) and (8).
F:R?—>R
T((u—1)? —1)2—1)2if (u—1)> ~1)2-1>0
(1,0) > Flu,) = {2<<u P =17 1P (= 1P+ (0= 1P~ 12

0 elsewhere. (49)
a=04
At =0.01 or 0.1

N = 1000 is the maximum number of iterations.

20



Figure 5: Simulation for (49). Here o = 0.4 and At = 0.01, the dotted curve is the relative
energy FE(un,v,)/E(ug,vo) it is apparently decreasing. The solid curve is the boundary of
the zero level of F' (which is in its interior). Convergence occurs to a critical point of F
which may be in the interior the zero level of F.
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Figure 6: o = 0.4 and At = 0.01, the dotted curve is the value of the velocity v,,. The solid
curve describes the coordinates of u,. The dash-dotted curve corresponds to the sequence

(U, F(tn, vy)).
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Figure 7: Simulation for (49). Here a = 0.4 and At = 0.1, the dotted curve is the relative
energy FE(up,v,)/E(up,vo). The solid curve is the boundary of the zero level of F' (which
is in its interior). Convergence occurs to a critical point of F' which seems to be on the
boundary of the zero level of F.

Figure 8: Simulation for (49). Here a = 0.4 and At = 0.1, the dotted curve is the value
of the velocity v,. The solid curve describes the coordinates of u,. The dash-dotted curve
corresponds to the sequence (uy, F'(un, vy)).
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5.1.3 Example 3

We also dealt with the following situation where F is C? and non-convex : See figure (9)

F:R2>5R
(1, 0) 1> F(u,v) = %((u P (- 12— 1)
a=04 (50)
h =0.01

N = 1000 is the maximum number of iterations.

We also simulated the following : See figure (10)

Figure 9: a = 0.4. We again observe the numerical convergence, but have no proof yet.

F:R*—R

(u,v) = F(u,v) = ((u -1+ (v —1)* = 1)
a=04 (51)
h=0.1

N = 1000 is the maximum number of iterations.

Here again we observe the numerical convergence.
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Figure 10: a« =0.4

5.2 Semi-implicit scheme

Let us also mention that we performed some simulations for the semi-implicit case, that is

Up, - Un
+1 — U -
At
Un4+1 — Un a
S = sV = V() (52)

Ug, Vo € Rd

Though we do not have proof of the convergence of sequences satisfying (52) with assump-
tions similar to the ones for the implicit scheme, we believe that convergence holds as the
following examples show.

5.2.1 Example 1

One of these example is the following : See figure (11)

F:R*—R
(u,v) = F(u,v) = ((u—1)* + (v — 1) = 1)?
a=05 (53)
h =0.01

N = 1000 is the number of iterations.
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Figure 11: a = 0.5

Semi implicit
Fluw)=(u—1P +(v-1) -1)?

16
14
12
10
8
6
4
2
0
5.2.2 Example 2
See figure (12)
F:R* =R
(u,v) = Flu,v) = ((u=1)* + (v = 1)* = 1)
a=1.5
h =0.001

N = 10000 is the number of iterations.

Figure 12: a = 1.5
Semi implicit
Fluv)=(u—1P +(v-1) -1)?
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5.2.3 Example 3
See figure (13)

F:RZSR
4 2 2
(u,v)HF(u,v):u——ku——w
4 T4 2
a=05 (55)
h = 0.001

N = 10000 is the number of iterations.

Figure 13: a = 1.5
Semi implicit

_ut v wiv
Auvi=1T4+1—7

5.3 Approximating the nonlinear nonlocal wave equation.

We consider here the nonlinear wave equation set on a regular bounded connected subset of
RY. Moreover the nonlinearity that we consider here is nonlocal.

0%u du, Ou oo
2 + HEHQE —Au+ f'(u) =0, (t,z) € (0,00) x Q,

u(t,z) =0,t >0, z € 09, (56)

u(0,z) = u’(z), %(O,x) = ul(x).

where f: R — R a C%

The reason for which the nonlinearity involves a nonlocal term (i.e. a L?-norm) comes
from the fact the discretization that we are going to consider leads to a similar term as in
(23).

Let us recall that for the equation (56) some convergence results were obtained in [3].
We wish to approximate the equation (56) by means of an implicit difference scheme in time
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and a finite-element method in space.
For this we classically rewrite (56) as a system

(Ov

5 T vllge = Aut f(u) =0, (t,2) € (0,00) x €2,
(Y
5 = W (t,x) € (0,00) x £, (57)
u(t,z) =0,t >0, z € 09,
)
u(0,2) = uo(x), 5 (0.2) = wi(x).

We will restric ourselves to the situation when u; € Hj () for i = 0, 1.
The semi-implicit finite difference scheme in time that we consider consists of, given some
time step h, a sequence (uy,, v,) of elements of H}(Q)? such that

/ _
Dt — On + an+1“%vn+l — Alpyr + f/(un-i-l) =0
Up+1 — Un —
h n+1 (58)
Uy = 0
(uy = u'.

We consider now V a finite dimensional subspace of H}(2) of dimension N and take a basis
of V., (éx)k=1...n, orthonormal in L*(Q).

We will approximate the implicit diffence scheme in time by considering the following finite-
element approximation of (58) We will now consider (U,,V,,) € V xV such that Vi = 1,..., N

Vn - Vn @ /
/ = ¢z‘+/Q||Vn+1||2Vn+1¢i+/Q(VUn+1V¢i+f(Un+1)¢i) dr =0

h
_ (59)
=Ly g
Q Q
N N
If we write V,, = Z Vor®r, and U, = Z Upnk¢x then (59) becomes
k=1 k=1
Vn - Vn
R [V Vg + (VF (Vo)) = 0
Uns1k — Unp (60)
T etk
k=1,..N
where
F:V-R

v F(o) = %/Q(HVUHQ T f(v))de.

28



It can be easily seen that if f satisfies the conditions (24) and (25) so does F.

In this form, we see that (60) stands as the system (23) and thus provided f satisfies
the assumptions required for the theorem 4.7, the results of convergence apply. Let us thus
remark that in order to guarantee that F satisfies (29) it is sufficient to assume that f is
real analytic. This assumption is also made for the related situation in [9].

We have simulated the wave equation in dimension 1 with different examples.
Unfortunately some of the simulations performed (for some specific initial data which we will
not present here) lacks to have the asymptotic behaviour that is expected by the theoretical
result, on the contrary to what happens when there are no nonlocal terms. We were not able
though to overcome, without artefacts, these oscillations on standard computers. In order
to get some numerical asymptotic convergence, in many cases adding some regularization on
the velocity seems to be sufficient. For example, if one denotes (v?) the computed velocity
at each discrete point of [0, 1], at time ih, one may consider an intermediate step and define
new values (vh/?) as means of the (v1), e.g. vi/? = aqvi_| + vl + agvi,, where
aj,j = 1,2,3 are nonnegative numbers such that a; +as +as = 1. The asymptotic behavior
of the corresponding continuous equation has not, to our knowledge been studied. In that
situation the continuous equation would be related to

2u U U

1S (2 — At () = 0

where M is defined by M (h) the solution of —AM (h) = h with either 0 boundary condition
on a cell or the whole domain of study.

We present some very rough numerical results without proceeding to the aforementionned
regularization.

Though we performed different simulations with different initial data and velocity, with
a = 0.5, typically ug and u; are of the form

r— Ax(z —1)(z —1/2)
or some regular approximations of
x +— Amin(z, 1 — )

z+— AMz(l — x) + sin(7 * x))

with different As for uy and uy, we show here a few among them.
We have considered f(z) = x — sin(x) though it does not satisfy our assumptions on f.
Here are some results of simulations :

In the case of figures (14) up to (18), we also computed the L? norm of the function

determined by U, which seems to be decreasing after some iterations in time. We take At
of the order of 1/M? where M is the number of points of discretization in [0, 1].
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Figure 14: o = 0.5, T =9/16, f(z) = x — sin(z).
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Figure 15: a = 0.5, T =9/8, f(z) = x — sin(x).
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Figure 16: o = 0.5, T = 45/8, f(x) = sin(zr) — 2. Here we can see some oscillations
appearing, though there seem to have convergence to 0.
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Figure 17: a = 0.5, T =9/16, f(z) = sin(x) — z.
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Figure 18: a = 0.5, T =45/8, f(z) = sin(x) — z.
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6 Appendix

Proof of the lemma 4.4. We pose h = v — u. By using the Taylor formula, we get
F(v)=F(u+h) :F(u)+/01 < VF(u+sh),h > ds.

Then we have

Fw)—Fu)— <VF(u),v—u> = /01<VF(u+sh)—VF(u),h> ds

1
> /—cha+1|yh||a+2ds by (24)
0
Cr a+2
> - .
> a+2!|u uf
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Proof of the proposition 4.3. The first part of the proposition is a result of D’Acunto and
Kurdyka (see [7]). The proof of the second part can be found in [5], we give it for complete-
ness.

Since F' is analytic, then by using the result of Lojasiewicz [15, 16], we have for all @ € S

ame(mga@>0/wMux%@)vamnzumo—me*w (61)

As S C U B(z,6,) and S is compact, then there zy,--- ,x, € S such that
€S

p
S c | JB(x),4,).

j=1

Let a € S, then there exists j € {1,---,p} such that a € B(x;,d,;). Using (61) we deduce
that F(a) = F(z;). On the other hand, since F' is continuous, then there exists 4 > 0 such
that

Vu € Ba,u) |F(u)— F(a)| < 1. (62)

Let o, = inf (11, 8,, — |Ja — 2;]|). Then obviously we have B(a,0,) C B(z;,d,,) N B(a, ).
Using once again (61), we have for all u € B(a,0,)

|F'(u) = F(a)l

IN

|F'(u) = F(a;)] + [F(x;) = F(a)]
< IVF(u)|"™"™

Let 6 = glin }ij. By (62) we conclude that for all € B(a, o,)
Je L, p

|F(u) = F(a)|'"™" < |F(u) = Fa)]"™" < ||VF(u)].
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