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The remaining useful life prediction is a key element in decision-making and maintenance strategies development.
Therefore, in practical situation, it is usually affected by uncertainty. The aim of this work is hence to propose a deep
learning method which predicts when an in-service machine will fail to overcome the latter problem. It is based on
deep convolutional variational autoencoder (CVAE). The proposed approach is validated using the C-MAPSS dataset
of the aero-engine. The model’s classification performance has reached a superior accuracy compared to existing
models and it is used for machine failure prediction in different time windows.
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1. Introduction
Nowadays, industries seek to improve their main-
tenance strategies in order to increase the life-
time of their equipments. Many of them are im-
plementing condition-based maintenance (CBM),
which seems to be a very promising strategy to
minimize the overall cost and reduce the mean
downtime. The maintenance decision within
CBM could be based on different characteristics
such as the remaining useful life (RUL), the reli-
ability or the cost function. Therefore, the RUL
form a key element of the CBM to reduce the cost
of preventive and corrective maintenance. Un-
certainty in RUL prediction is hence a scientific
problem that should be resolved since it affects the
accuracy of Prognostics and Health Management
(PHM) implementation in industries.

In this paper, a new method based on visual data
analysis to predict when an in-service machine
will fail is proposed. A deep Convolutional Varia-
tional AutoEncoder (CVAE) is used in order to au-

tomatically extract performance degradation fea-
ture from multiple sensors (Zemouri et al. (2019)).
The main aim of using the CVAE is to provide
more structured and lower-dimensional represen-
tation of the data that showed the best distribution
of the class over a 2D-latent space and demon-
strates how well the CVAE generalizes (Zemouri
et al. (2019)). The encoder, part of the CVAE, is
then used for data projection in a 2D-visualisation
latent space. The input vectors are encoded and
displayed into this 2D-space, which help the ex-
pert to visually analyse the spatial distribution of
the training dataset. Three degradation classes are
then defined according to two thresholds (α1, α2).
By analysing the spatial distribution, the expert try
to find the adapted thresholds setting by minimis-
ing the overlapping area between the degradation
classes. We then predict the RUL according to
the latter degradation classes. The results will be
validated using the C-MAPSS dataset of the aero-
engine Saxena et al. (2008).
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The paper is organized as follows: In Section
2, a theoretical background of the variational au-
toencoder is presented before the description of
the proposed RUL estimation method. In Section
3, the experiment and results analysis are given.
Finally, a conclusion is given in Section 4.

2. Methodologies
We here develop the proposed methodology.
Firstly, the theoretical background of the varia-
tional autoencoders is described. Secondly, the
RUL prediction framework based on the CVAE is
provided.

2.1. Variational autoencoders: theoretical
background

An autoencoder (AE) is an unsupervised neural
network (NN) trained to reproduce an input vector
X ∈ R

m where m ∈ N refers to the dimension
of X (Yu and Prı́ncipe (2019), Bengio (2014), Im
et al. (2015), Fan (2019)). The AE is composed
by two main structures: an encoder and a decoder
which are multilayered NNs parameterized by two
weight vectors φ and θ (see Figure 1). The first
one encodes the input data X into a latent repre-
sentation z by the encoder function z = fφ(X),
whereas the second one decodes this latent repre-

sentation onto X̂ = hθ(z) which is an approxima-
tion or reconstruction of the original data X. In
an AE, an equal number of units are used in the
input/output layers while less units are used in the
latent space. The AEs are usually used for data
compression (i.e., feature extraction/reduction),
noise removal and pre-trained parameters for a
complex network.

A variational autoencoder (VAE) has the same
functions as the AE in the sense that it is com-
posed by an encoder and a decoder (Figure 1).
VAE becomes a popular generative model by
combining Bayesian inference and the efficiency
of the NNs to obtain a nonlinear low-dimensional
latent space (Martin et al. (2018), Canchumuni
et al. (2019), Lee et al. (2019), Zhang et al.
(2019)). The Bayesian inference is obtained by an
additional layer used for sampling the latent vec-
tor z with a prior specified distribution p(z), usu-
ally assumed to be a standard Gaussian N (0, I),
where I is the identity matrix. Each element zi of
the latent layer Z is obtained as follow:

zi = μi + σi.ε (1)

where μi and σi are the ith components of the
mean μ and standard deviation σ vectors, ε is
a random variable following a standard Normal
distribution (ε ∼ N (0, 1)). Unlike the AE which
generates the latent vector z, the VAE generates
vector of means μi and standard deviations σi.
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Latent 
space

Encoder Decoder

Latent 
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Fig. 1. Schematic architecture of a standard deep autoen-

coder and a variational deep autoencoder. Both architectures

have two parts: an encoder and a decoder.
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Fig. 2. The VAE loss function. The first term Lrec is the

reconstruction loss function. The second term LKL corre-

sponds to the Kullback-Liebler divergence loss term that forces

the generation of a latent vector with the specified Normal

distribution. When the VAE is trained, the two functions

encoder/decoder can be used separately even to reduce the

space dimension by encoding the input data or to generate

synthetic samples by decoding new variables from the latent

space.

This allows to have more continuity in the latent
space than the original AE. The VAE loss function
given by the Equation 2 has two terms. The
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first term Lrec is the reconstruction loss func-
tion (Equation 3). Usually the negative expected
log-likelihood (e.g., the cross-entropy function) is
used (Hou et al. (2019), Lee et al. (2019), Wang
et al. (2019), Sun et al. (2018), Canchumuni et al.
(2019)) but the mean squared error can also be
used (Zhang et al. (2019)). The second term
LKL (Equation 4) corresponds to the Kullback-
Liebler (KL) divergence loss term that forces the
generation of a latent vector with the specified
Normal distribution (Kingma and Welling (2013),
Kingma (2017)). The KL divergence is a theoreti-
cal measure of proximity between two densities q
and p and it is noted by KL(q ‖ p). The dissim-
ilarities between these densities are asymmetric
(KL(q ‖ p) �= KL(p ‖ q)), non-negative and
are minimized when q(x) = p(x) ∀x (Blei et al.
(2016)). Thus, the KL divergence term measures
how close is the conditional distribution density
qφ(z | x) of the encoded latent vectors from the
desired Normal distribution p(z). The value of
KL is zero when two probability distributions are
the same, which forces the encoder of VAE to
learn the latent variables that follow a multivariate
normal distribution over a k-dimensional latent
space.

L = Lrec + LKL (2)

where

Lrec = −Eqφ(z|x)(log(pθ(x | z))), (3)

LKL = KL(qφ(z | x) ‖ p(z)) (4)

with pθ(x | z) is the conditional distribution den-
sity of the decoded latent vectors.

When the VAE is trained, each function (i.e.,
the encoder and the decoder) can be used sepa-
rately, either to reduce the space dimension by
encoding the input data, or to generate synthetic
samples by decoding new variables from the la-
tent space (Figure 2). Most of the generative
applications deal with image processing as in Hou
et al. (2019) where a VAE was trained to generate
face images with much clearer and more natural
noses, eyes, teeth, hair textures as well as reason-
able backgrounds. In Canchumuni et al. (2019),
a generative model is constructed to create new
random realizations of faces that are indistinguish-
able from samples.

In nonlinear processes monitoring, VAE have
been recently used for high-dimensional process
fault diagnosis. The most relevant characteristics
of the process are extracted by the latent variable
space by projecting the high-dimensional process
data into a lower-dimensional space ( Zemouri
et al. (2019), Lee et al. (2019), Zhang et al. (2019),
Cheng et al. (2019), Zhang et al. (2018), Wang
et al. (2019), ren Wang et al. (2019), Mastroleo

et al. (2018), Martin et al. (2018), Mao et al.
(2019)).

2.2. Remaining useful life estimation
based on VAE

Figure 3 provides the proposed methodology for
the RUL classes estimation. A CVAE is used
to capture the data feature distribution. Recall
that CVAE is a particular case of VAE describe
in Section 2.1. The CVAE architecture includes
two parts, an encoder and a decoder, which are
two symmetrical and reversed structures. Each
one is composed by two convolutional layers and
two fully connected layers. For the encoder, we
use convolutional layers with 3 × 3 kernels and
the same padding. The stride was 1 × 1 for the
first convolutional layer and 2× 2 for the second.
The latent two-dimensional space is represented
by two 2D-layers for the encoder: the mean and
the standard deviation layers (i.e., μ and σ), and
one 2D-sampling layer (Z) for the decoder.

The first step was to train the whole CVAE
architecture for the reconstruction of the input
vector. Training the CVAE does not need the label
information of the input data. When the training
process of the CVAE is successfully done, the
encoder part is then used as a 2D-Visualisation
tool by a human expert in order to analyse the
spatial distribution of the data set. Three degra-
dation classes are then defined according to two
thresholds (α1, α2) as follows:

• Degradation class 0: RUL < α1,
• Degradation class 1: α1 < RUL < α2,
• Degradation class 2: RUL > α2.

Each couple (α1, α2) will generate a particu-
lar overlapping situation between the degradation
classes, which is easily visualised by the expert
in the 2D-latent space. By analysing the spatial
distribution, the expert try to find the adapted
thresholds setting by minimising the overlapping
area between the degradation classes.

The second step is to train the classifier for the
RUL classes estimation. The encoder parameters
obtained by the previous step are frozen during the
classifier training step.

Finally, in the operating stage, the convolu-
tional encoder is used jointly with the classifier to
estimate the RUL based on the degradation classes
(as shown by the Figure 3).

3. Experiment and results analysis

3.1. C-MAPSS Dataset
We begin by describing the used dataset for our
experimental study. We here use a dataset from
Nasa repository which is the Commercial Modular
Aero-Propulsion System Simulation (C-MAPSS)
generated data. It concerns the simulation of
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Fig. 3. The framework of the proposed RUL estimation.

a turbofan engine degradation data-sets. These
datasets Saxena et al. (2008) are organized in four
data subsets with 26 criteria and many data rows.
In the following, we only used the failure set
FD001.

3.2. Results
Several sizes of the slide window (SW) were
tested and evaluated according to different degra-
dation thresholds α1 and α2. Table 1 gives the
detail of the used architecture. Figure 4 shows
the confusion matrices obtained for each test. For
each confusion matrix, the ordinate represents the
true label while the abscissa represents the pre-
dicted one.

One should point out that if the thresholds of α1
and α2 are too close, the classifier fails to predict
the middle class due to its reduced area. For
example, despite the size of the SW, the predicted
degradation #1 is almost nonexistent for α1 = 10
and α2 = 20.

However, by increasing the gap between the
two degradation thresholds, the performance of
the RUL prediction is improved. The better es-
timation is obtained by the slide window SW =
16 with α1 = 10 and α2 = 90. The proportion
of the true positive classification obtained for the

degradation classes #0, #1 and #2 are respec-
tively 69%, 60% and 91%. Note that the worst
results are obtained with the thresholds α1 = 40
and α2 = 150 and the most critical degradation
class #2 was correctly predicted (except for the
last threshold couple).

We can remark form the obtained results that
the proposed CVAE approach for RUL estimation
is quite interesting for preventive maintenance
purposes. To be more precise, except for the first
and last threshold couples, all the false positive
predictions are belonging to the less critical degra-
dation class. As it can be seen in the confusion
matrix obtained by the slide window SW = 6 and
(α1 = 10, α2 = 70) with the below performances:

• Degradation 0: 56% are correctly clas-
sified as Degradation 0, and 44% are
incorrectly classified as Degradation 2,

• Degradation 1: 43% are correctly clas-
sified as Degradation 1, and 51% are
incorrectly classified as Degradation 3,

• Degradation 2: 98% are correctly classi-
fied as Degradation 2.

Finally, from the maintenance point of view,
this approach could be the adapted one to alert the
cases with critical degradation levels. This means
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Table 1. The Proposed Hybrid deep convolutional variational auto-encoder archi-

tectures.

Layer Type Neurons Kernels

Encoder

0 Input vector 26 × Sw × 1 -

1 Convolution 26 × Sw × 32 4 × 1

2 Convolution 13 × Sw × 64 4 × 1

3 Fully connected 200 -

4 Fully connected 100 -

5 Mean layer 2 -

5
Standard devia-

tion layer
2 -

Decoder

0 Sampling layer 2 -

1 Fully connected 100 -

2 Fully connected 200 -

3 Deconvolution 13 × Sw × 64 4 × 1

4 Deconvolution 26 × Sw × 32 4 × 1

5 Output vector 26 × Sw × 1 -

Classifier

0 Input 2 -

1 Fully connected 50 -

2 Fully connected 100 -

3 Fully connected 50 -

4
SoftMax output

layer
3 -

that the predicted RUL is less then the true one
(RULpredicted ≤ RULTrue).

4. Conclusion & Future work
In this paper, we have presented the framework
of a new approach for RUL prediction based on
CVAE techniques. The efficiency of the pro-
posed method has been highlighted in the numer-
ical analysis using C-MAPSS dataset. Based on
this work, one could think about some theoret-
ical approaches to choose the adapted threshold
couple (α1, α2) to formalize the major analysis
which is focused on the fact that the false posi-
tive predictions are all in the least critical degra-
dation classes. On the other hand, it could be
interesting to integrate this CVAE method with
some condition-based maintenance strategies (in
the spirit of Al Masry et al. (2017)) to reduce
the cost and to increase systems safety. Finally,
to highlight the effectiveness of the proposed Hy-
brid architecture of deep convolutional variational
auto-encoder, some comparison with other NNs
architectures will be developed.
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