
HAL Id: hal-04045451
https://cnam.hal.science/hal-04045451

Submitted on 18 Apr 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

An empirical comparison between PLS, LASSO,
Elasticnet and other models for highly correlated data

Genane Youness, Wassim Nassar

To cite this version:
Genane Youness, Wassim Nassar. An empirical comparison between PLS, LASSO, Elasticnet and
other models for highly correlated data. 8th International Conference on Partial Least Square and
Related Methods, PLS2014, May 2014, Paris, France. �hal-04045451�

https://cnam.hal.science/hal-04045451
https://hal.archives-ouvertes.fr


An empirical  comparison between PLS, Lasso, Elasticnet and 

other models for highly correlated data. 

Genane Youness a*and  Wassim Nassar a 

a  ISSAE- CNAM, Beirut, Lebanon 
 

Keywords: Multicollinearity, Ridge regression, PLS, Lasso, and Elasticnet. 

Introduction 
 

We compare seven regression techniques to solve the question of muticollinearity in multiple regression: PCR, 

PLS regression, with Ridge, Lasso, Lars, Adaptive Lasso and Elasticnet. An application on real data providing 

from the Lebanese national center for scientific research CNRSL(Centre National de la Recherche Scientifique 

Liban) on the area of fire in Lebanon forests in 2005 will be made. The comparison of these techniques is 

discussed along with some of their advantages and disadvantages.  

1 Methods of multicollinearity 
 

when we have correlation between predictor variables, some methods have to be used for dealing with this 

problem: dimension reduction methods such as PCR and PLS regression[1], or shrinkage penalized methods 

such as Ridge, Lasso proposed by Tibshirani [2], LARS, Adaptive Lasso and Elasticnet, proposed by Zou and 

Hastie [3] combing the penalty terms of Lasso and Ridge. The goal of our paper is to compare these methods. 

2 Empirical data 
 

We apply the seven techniques to 160 burned areas with five factors affecting the behavior of forest fires as 

elevation, perimeter, mean slope gradient, mean vegetation density (NDVI), and mean evaporation. they were 

calibrated using the map burned areas extracted from the visual interpretation of satellite images. The variance 

inflation of mean slope and mean evaporation are very high respectively 13.56 and 20.89.  

To validate our models we divide the data into two sets randomly selected: a training sample, to estimate the 

model, and a test sample to test the good behavior of the model by calculating R2, the coefficient of determination 

and the mean square error σε
2̂. 

2.1 Empirical Study 
 

In order to compare the different methods, we kept all predictors, they are summarized in the following graph 

and table: 

 

 

 

 

 
Figure 1. Repartition of the coefficient of determination and the mean square error for all methods 

 

From these results we can choose as best method the Elasticnet having the highest coefficient of determination 

R2 (0.891 ) and the minimum of the means square error (0.121). Note that PLS regression also gives the second 

best R2 (0.88). 
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Table 1. Summary table of estimated parameters of the different methods. 

 PCR PLS Ridge LARS Lasso 
Adaptive 

Lasso 
Elasticnet 

PERIMETER 0.88 0.88098 0.86825 0.8809797 0.88097972 0.881156354 0.89253770 

MEAN_ELEV 0.33 0.334051 0.27028 0.3340512 0.33405121 0.332155233 0.22963326 

MEAN_SLOPE 0.048 0.047948 0.08716 0.0479485 0.04794850 0.047307248 0.04549356 

MEAN_NDVI -0.007 -0.00703 -0.03329 -0.0070262 
-

0.00702625 
-0.00599746 -0.04415432 

MEAN_EVAPO 0.23 0.228305 0.20763 0.2283054 0.2283053 0.226201495 0.12130083 

σε
2̂ 

0.37505

3 
0.150727 0.3396437 0.1388883 0.142111 0.12383 0.1209646 

R2 0.8786 0.887 0.8786 0.854 0.8666 0.8785 0.8913236 

 

From  Table 1,  it is clear that the estimated mean square error across methods has small values except for Ridge 

and PCR method and it can be noted also that are no large differences between the methods according to the 

coefficient of determination, but the most efficient method seems to be Elasticnet. 

 

2.2 Using 10-fold cross validation 
 

In addition, for a more complete validation we use cross validation method "10-fold" on the data, we calculate 

a test error for each group and averaging, which is the estimator of the test error by cross validation. Note CV(f) 

this error for a given model. this method use the smallest root mean square error RMSE to find the optimal 

model of the 10 rounds. We obtained the following results: 

Table 2. Summary table of by cross validation 10-fold. 

 PCR PLS Ridge LARS Lasso 
Adaptive 

Lasso 
Elasticnet 

RMSE 0.519 0.394 0.388 0.392 0.383 0.384 0.377 

R2 0.764 0.824 0.839 0.852 0.827 0.831 0.833 

CV(f) 0.344 0.399 0.151 0.307 0.292 0.152 0.143 

According to results the best technique is Elasticnet since it has the highest R2 and the lowest CV(f). 
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