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Preface

ISFA, the International Symposium on Flutter and its Application, is a cycle of conferences
initiated by the Japan Research Association on Flutter (JRAF). After ISFA2016, organized
in Tokyo in May 2016, the Second ISFA was supposed to be held in Paris on 12-14 May 2020.
Unfortunately, due to the Covid19 sanitary crisis, ISFA2020 had to be cancelled.

However, to recognize the important work done by more than 160 authors from all over
the world, we have decided to publish numerical proceedings of the symposium and to hold
the PhD award. On behalf of the organizing committee of the Second International Sympo-
sium on Flutter and its Application (ISFA2020), we would like to warmly thank all authors
for their scientific contribution to these proceedings.

To quote Dr. Jiro NAKAMICHI, Chair of ISFA2016, "the objectives of this symposium
are to investigate the integration of traditional and fundamental technologies of flutter in
a multidisciplinary research environment, involving aerospace engineering, mechanical engi-
neering, civil engineering, architecture and biological engineering, and to establish new areas
such as energy conversion, explorations of bio-flight mechanisms and propulsions through
analytical and experimental concept of flutter phenomena."

As you will see in these proceedings, ISFA2020 would have been, after ISFA2016, a great
opportunity for students, scholars, researchers and engineers from more than 21 countries
to scrutinize and exchange on flutter and fluid-structure instability topics, encompassing a
great and stimulating variety of disciplines and applications.

Sponsored by the Japan Research Association on Flutter, ISFA2020 was concurrently orga-
nized by the Hydrodynamics Laboratory (LadHyX/CNRS-Ecole Polytechnique), the Struc-
tural Mechanics and Coupled Systems Laboratory (LMSSC/Cnam) and the French aerospace
agency (ONERA).

On behalf of the organizing committee, we would like to warmly thank the Japan Research
Association on Flutter for their support, the international scientific committee for their work
and all our partners and sponsors for their contributions.

Best regards and we hope you will enjoy reading these proceedings!

X. Amandolese and P. Hémon
Chairmen of ISFA2020
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Nonlinear flutter in practice

Grigorios Dimitriadis1
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Abstract
Classical descriptions of nonlinear flutter phenomena are based on bifurcation theory, as de-
scribed in the nonlinear dynamic literature. These descriptions generally involve the occurrence
of a subcritical or supercritical Hopf bifurcation, followed by one ore more fold bifurcations
of limit cycles. The behaviour of simple aeroelastic models with basic nonlinearities conforms
perfectly with this description of nonlinear flutter. However, real aeroelastic systems gener-
ally display more complex and, sometimes, surprising behaviour. This work presents four wind
tunnel experiments on nonlinear aeroelastic systems, featuring aerodynamic and/or structural
nonlinearity. It is shown that one of the systems conforms indeed to the classical description of
nonlinear flutter. The other three feature more complex behaviour, such as the abrupt appear-
ance of nonlinear oscillations in the absence of a linear aeroelastic instability, or a two-parameter
bifurcation that can change the nature of the flutter from subcritical to supercritical.

Keywords: Nonlinear Aeroelasticity, Flutter, Limit Cycle Oscillations, Bifurcation, Wind Tunnel
Experiments

1 Introduction

Over the last 40 years, nonlinear aeroelasticity has become an increasingly important area of
research. Nonlinear aeroelastic systems exhibit much more complex behaviour than their linear
counterparts, including the existence of multiple solutions at the same parameter values, as
well as the phenomenon of Limit Cycle Oscillations (LCO). Hence, nonlinear flutter is not
understood or described as well as linear flutter. Typical theoretical descriptions of nonlinear
flutter (Lee et al. , 1999; Dowell, 2004; Dimitriadis, 2017) are inspired from the nonlinear
dynamic literature (e.g. Kuznetsov (1998); Guckenheimer & Holmes (1983)) and analyse the
phenomenon using bifurcation theory. Nonlinear flutter is therefore presented as the result of
a Hopf bifurcation, which can be subcritical or supercritical and can lead to high amplitude
LCOs at subcritical conditions or low amplitude LCOs at supercritical conditions, respectively.
Dowell has categorised these phenomena using the terms ‘bad LCO’ for the subcritical case
and ‘good LCO’ for the supercritical case. Furthermore, simple nonlinear aeroelastic models
(typically 2D airfoils with pitch and plunge degrees of freedom and with cubic stiffness) conform
to this description of nonlinear flutter, although they can sometimes also display richer and more
complex behaviour.

Experimental investigations of nonlinear aeroelastic systems can also conform to the classical
description of nonlinear flutter. However, in many cases the phenomena observed in practice are
more complex and more difficult to categorise. The purpose of the present paper is to present
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four examples of wind tunnel experiments on nonlinear aeroelastic systems and to discuss how
the behaviours observed differ from the typical Hopf analysis. The nonlinearities featured in
these experiments can be due to structural stiffness effects, structural damping effects or aero-
dynamic effects. Furthermore, some of these nonlinearities, particularly the structural damping
are not designed for, they are just natural byproducts of the mechanics of the system (e.g.
friction in bearings). The paper starts with a discussion of classical nonlinear flutter theory and
then presents the experimental test cases.

2 Classical nonlinear dynamics for fluid-structure interaction

A general form of the flow equations can be written as

∂

∂t




ρ
ρu
ρE


 + ∇ ·




ρu
ρu ⊗ u + pI − τ

ρuE + pu − τ · u − κ∇T


 = Q (1)

where t is the time, ρ is the flow density, u = [u v w ]T is the flow velocity vector, E is the
total energy, p is the pressure, τ is the viscous stress tensor, κ is the thermal conductivity, T
is the temperature and Q is a generic source term. Furthermore, ∇ is the gradient operator,
∇· is the divergence operator and ⊗ is the vector outer product. For a Newtonian fluid, the
viscous stress tensor is written as

τ = µ
(
∇u + ∇uT

)
(2)

and, for gas flows, closure can be achieved by use of the gas state equation.
The flow equations can be simplified by assuming incompressible and/or inviscid flow. They

can also be written in the Random Averaged Navier-Stokes (RANS) form by averaging them
in time in order to remove the effect of small turbulent fluctuations. Whichever form of the
equations is used, it is solved numerically by discretising the flow domain into i = 1, 2, ... , nf

nodes. Writing the flow state vector at the ith node as

xi =




ρi

ρiui

ρiEi




we can assemble the complete flow state vector

Xf =




x1

x2
...
xnf




and reformulate the semi-discretized flow equations as

Ẋf = ff (Xf ) (3)

where ff is a vector of nonlinear functions. In expression 3 the source term has been set to
zero, the gas state equation has been implemented and viscosity has been assumed constant.
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The reason for discretising equations 1 in space but not in time is to show that the flow
equations can be written in the form of a first order nonlinear dynamical system. The flow
can be specified in more detail by defining the free stream flow velocity U∞, density ρ∞ and
pressure p∞. Equations 3 then can feature these parameters

Ẋf = ff (Xf ,U∞, ρ∞, p∞) (4)

The structural deformation equations can be semi-discretised in the same way, using finite
element modelling for example, leading to equations of motion of the form

Ẋs = fs(Xs) (5)

where Xs is the vector of structural states at the ns structural nodes and fs is a vector of
nonlinear functions.

In typical fluid-structure interaction problems the flow applies loads to the structure and
the structure deforms, such that that the flow boundary changes and so do the fluid loads. A
general form of a fluid structure interaction equation is then

Ẋ = f(X,U∞, ρ∞, p∞) (6)

where the combined state vector is

X =

(
Xf

Xs

)

and f is another set of nonlinear functions that reflect flow physics, structural physics and
fluid-structure coupling physics. Equations 6 can be studied using standard nonlinear dynamic
analysis (Dimitriadis, 2017). Consider the fixed point XE , for which

f(XE ,U∞, ρ∞, p∞) = 0

The nonlinear function can be linearised around this fixed point by applying a Taylor expansion,
such that

f(XE + x,U∞, ρ∞, p∞) ≈ f(XE ,U∞, ρ∞, p∞) +
∂f

∂X

∣∣∣∣
XE

x

where |x| << |XE |. Substituting back into equation 6 we obtain

ẋ = A(U∞, ρ∞, p∞)x (7)

where

A(U∞, ρ∞, p∞) =
∂f

∂X

∣∣∣∣
XE

is the system’s Jacobian around fixed point XE . The parameters U∞, ρ∞, p∞ are bifurcation
parameters that govern the stability of the system. Equation 7 is a linear Ordinary Differential
Equation with solution

x(t) =
m∑

i=1

vie
λi tci (8)

50



Second International Symposium on Flutter and its Application, 2020

where m is the total number of states, vi and λi are the eigenvectors and eigenvalues of A
respectively and ci is the ith element of vector c = V−1x(0), V = [v1 ... vm] being the
eigenvector matrix of A and x(0) being initial conditions.

Flutter is usually defined on linear systems of the form of equation 7. The critical flutter
condition is the combination of parameters U∞, ρ∞, p∞ for which one pair of complex conju-
gate eigenvalues of A becomes purely imaginary. At this condition, the steady state response
of equation 8 is purely harmonic, with frequency |λcrit |, the magnitude of the pair of imagi-
nary eigenvalues. The critical flutter condition splits the possible values of the system’s flow
parameters into two sets:

• At subcritical conditions the fixed point attracts response trajectories and the system is
said to be stable as it undergoes damped oscillations whose amplitude decays towards the
fixed point. This situation is displayed in the phase-plane plot of figure 1(a), which plots
the velocity response of a system, x1(t) = ẋ2(t), against its displacement, x2(t). The
response trajectory starts at the initial condition x1(0) = 0, x2(0) = 0.1 and spirals inwards
around the phase plane, all the while approaching the fixed point lying on x1 = x2 = 0.

• At supercritical conditions the fixed point repels response trajectories and the system is
unstable, undergoing oscillations whose amplitude increases exponentially with time. This
situations is exemplified in the phase-plane plot of figure 1(b). The initial condition is
the same as in figure 1(a) but this time the response trajectory spirals outwards, moving
faster and faster away from the fixed point.
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Figure 1: Stable and unstable oscillatory responses of a linear system.

Nonlinear systems behave in a similar manner very close to the fixed point but display more
complex behaviour further away from this point. The term nonlinear flutter is usually applied
to the Hopf bifurcation, whose critical condition is identical to the linear flutter condition.
Nonlinear systems are characterised by the fact that they can have more than one solutions at
the same parameter values, hence their steady state response depends on the initial conditions.
As the parameters are varied, these solutions also vary and form solution branches. A bifurcation

51



Second International Symposium on Flutter and its Application, 2020

is the intersection of two or more such solution branches. A Hopf bifurcation is the intersection
of a branch of static solutions (the fixed point) with a branch of oscillatory solutions, known as
a limit cycle branch. Limit cycles can attract or repel response trajectories in the same way that
fixed points do. Responses that decay onto a limit cycle are oscillations with limited amplitude,
known as Limit Cycle Oscillations (LCO). This type of response is displayed in the phase plane
plot of figure 2(a), where response trajectories starting either outside or inside the limit cycle
spiral towards the latter. An unstable limit cycle causes the exact opposite behaviour, as shown
in figure 2; response trajectories starting either inside or outside the limit cycle spiral away from
the latter.

x2

x
1

(a)

x2

x
1

(b)

Figure 2: Stable and unstable limit cycle oscillations.
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Figure 3: Supercritical (left) and subcritical (right) Hopf bifurcations.

At the Hopf bifurcation point, the fixed point still exists but its stability changes. Further-
more, a limit cycle starts to grow around it. Two major cases of Hopf bifurcation exist:
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• Supercritical Hopf bifurcation: The fixed point is stable at parameter values lower than
the Hopf condition and unstable at higher parameter values. A stable limit cycle branch
emanates from the Hopf point in the direction of increasing parameter value. This phe-
nomenon is demonstrated in figure 3(a), where the limit cycle amplitude r is plotted
against the bifurcation parameter V . As the Hopf condition and the linear flutter condi-
tion are identical, it follows that a linear flutter analysis can predict the parameter value
at which LCOs will begin.

• Subcritical Hopf bifurcation: The fixed point is again stable at parameter values lower
than the Hopf condition and unstable at higher parameter values. An unstable limit cycle
branch emanates from the Hopf point in the direction of decreasing parameter value.
This phenomenon is demonstrated in figure 3(b). A linear flutter analysis can still predict
the Hopf point but the usefulness of such a prediction is limited, as the system can be
unstable at airspeeds below the flutter condition, if the initial condition lies outside the
unstable limit cycle.

V
2 3 4 5 6 7 8

r

0

0.5

1

1.5

2
Stable
Unstable

(a)

V
2 3 4 5 6 7

r

0

0.2

0.4

0.6

0.8

1

1.2 Stable
Unstable
Fold

(b)

Figure 4: Folds after supercritical (left) and subcritical (right) Hopf bifurcations.

Hopf bifurcations can sometimes be followed by fold bifurcations of limit cycles. These
phenomena cause the limit cycle branch to change its stability and to reverse its direction.
Figure 4 demonstrates two examples of such folds:

• In figure 4(a) a supercritical Hopf bifurcation is followed by two fold bifurcations. The
limit cycle branch is initially stable and propagates towards the right. After the first fold
the branch becomes unstable and propagates towards the left. After the second fold,
the branch becomes stable again and propagates towards the right. In the parameter
range between V = 4.2 and 6.2 the system’s response trajectories can undergo either a
low-amplitude or a high-amplitude LCO, depending on the initial conditions.

• In figure 4(b) a subcritical Hopf bifurcation is followed by a single fold bifurcation. The
limit cycle branch is initially unstable and propagates towards the left. After the fold
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the branch becomes stable and propagates towards the right. This means that high-
amplitude LCOs are possible at parameter values significantly lower than Hopf condition.
Linear analysis cannot predict the occurrence of such LCOs.

LCOs can occur as a result of other types of bifurcation, such as the grazing bifurcation oc-
curring in systems featuring non-smooth nonlinear functions. Furthermore, LCOs can have very
small amplitude or can even be suppressed in the presence of high damping. Hence, the occur-
rence of a Hopf bifurcation is not necessarily catastrophic in the linear flutter sense. Nonlinear
flutter is much more complex than linear flutter and it is not easy to split the possible values of
the flow parameters into safe and unsafe categories. The following experimental examples will
demonstrate that real nonlinear aeroelastic systems can conform to the Hopf/fold bifurcation
model describe above but they can also display surprising and more complex behaviour.

3 Cantilever flat plate wing

The first example concerns a cantilever flat plate wing installed vertically in the wind tunnel (De
Oro Fernández et al. , 2020). It is a flat plate made from aluminium with a thickness of 1 mm.
The Aspect Ratio is 2.11, the span b = 0.96 m and the taper ratio λ = 0.82. Figure 5 shows
a photograph of the wing installed in the aeronautical working section of the wind tunnel fo
the University of Liège. The wing was placed on a flat steel base lifted 0.3 m off the floor of
the working section by means of a steel support rod in order to ensure that the wind tunnel’s
boundary layer will not affect the flow. The wing was secured to the steel base using two right
angle sections, one on each side. Two SICK laser sensors (OD2-P250W15OU0) were used to
measure the vibrations of the wing’s surface with a sampling frequency of 1 kHz.

Eternal excitation was administered by tugging on a string attached to the wingtip’s trailing
edge. The response signals were assumed to be impulse responses and were analysed using
an in-house version of the Least-Squares Complex Frequency-Domain (LSCF) modal parameter
estimator, commercially known as PolyMAX (Peeters et al. , 2004). As this type of excitation
cannot provide enough energy to the higher modes of vibration, only 2-3 modes could be
identified, depending on the airspeed.The modal parameters of the first three wind-off modes
of vibration are tabulated in table 1.

Table 1: Wind off modal parameters

Mode 1 Mode 2 Mode 3
Frequency (Hz) 3.29 9.91 16.69
Damping (%) 2.6 2.2 2.1

The wing was tested at a range of airspeeds, from U∞ = 0 to 24.4 m/s. Figure 6 plots the
time responses of the laser sensors at four of the airspeeds. It can be seen that the damping is
increased significantly by the effect of the aerodynamics, up to an airspeed of 22.9 m/s when
the wing starts to undergo limit cycle oscillations with a small amplitude of around 0.03 cm.
LCOs also occur at all higher airspeeds. The decays of the signals at subcritical airspeeds are
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Figure 5: Cantilevered flat plate wing in wind tunnel

exponential, as predicted by equation 8 for systems whose eigenvalues have all negative real
parts.

Figures 7(a) and 7(b) plot the variations of the natural frequency and damping ratios of the
first two modes of the wing for all the tested airspeeds. Both experimental data and predictions
obtained from an aeroelastic model based on the Vortex Lattice Method (Dimitriadis et al.
, 2018) are plotted. The natural frequencies of the first and second modes (corresponding
to the first bending and first torsion modes) approach each other as the airspeed increases.
Furthermore, the damping ratio of the bending mode becomes very big, while that of the
torsion mode drops to zero. This is a classical binary flutter mechanism involving the first
bending and first torsion modes. Figure 7(c) plots the variation of the LCO amplitude with
airspeed. The first limit cycles appear at 22.9 m/s and their amplitude is small; the amplitude
increases steadily over the next three airspeeds. This behaviour is typical of a supercritical Hopf
bifurcation.

The nonlinearity present in the system is thought to be mostly dependent on geometric stiff-
ening effects due to high displacements. Some amount of dynamic stall may also be occurring,
particularly since the leading edge is rectangular and not rounded off. The results obtained
from the cantilevered flat plate wing conform to the classical theory of nonlinear flutter:

• The subcritical behaviour of the system around its fixed point is equivalent to that of the
underlying linear aeroelastic system. A typical bending-torsion flutter mechanism brings
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Figure 6: Time response of cantilevered flat plate wing at different airspeeds.

about the loss of stability.

• At supercritical airspeeds, small amplitude oscillations appear but their amplitude in-
creases with airspeed.

It should be noted that many other flat plate wings of the same thickness but with different
geometries were tested in the wind tunnel. The bifurcation behaviour was qualitatively the
same, even though the LCO critical speeds, frequencies and amplitudes were different.

4 Pitch-plunge wing

This example concerns a finite wing with pitch and plunge degrees of freedom tested in the
wind tunnel of the University of Liège. The wing was installed vertically on a support structure
that consisted of a base plate (lifting the wing outside the wind tunnel’s boundary layer) and a
spring assembly that provided restoring loads in the pitch and plunge degrees of freedom. The
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Figure 7: Frequency, damping and amplitude variation with airspeed.

wing had a mass m = 3.3 kg, a NACA 0012 section, a chord c = 0.146 m and a span b = 0.47
m, leading to an aspect ratio of 3.2. The mean angle of attack was set to zero. Figure 8 shows
a photo of the wing and its support structure installed in the wind tunnel.

The pitch axis lay at 0.3c and the spring supports were designed such that the plunge
and pitch degrees of freedom had wind off frequencies of 4 Hz and 8 Hz respectively. Three
accelerometers were placed on the wing’s surface to measure its motion, two near the wingtip’s
leading and trailing edges and one on the pitch axis near the root. The accelerometer signals
were acquired with a sampling frequency of 1 kHz using a National Instruments Data Acquisition
system managed by the Labview software package. The wing was excited by pulling a string
attached to the pitch axis under the root. The response signals were assumed to be impulse
responses and were again analysed using the LSCF modal parameter estimator. The modal
parameters of the first four wind off modes are tabulated in Table 2. The first two modes are
the plunge and pitch degrees of freedom; the next two modes could be harmonics of the plunge
or they could be additional modes due to undesigned flexibility.
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Figure 8: Pitch-plunge wing in wind tunnel

Table 2: Wind off modal parameters

Mode 1 Mode 2 Mode 3 Mode 4
Frequency (Hz) 3.96 7.81 11.64 16.26
Damping (%) 6.8 8.0 3.3 4.4

The wing was tested at airspeeds ranging from U∞ = 0 to 10.4 m/s; figure 9 plots the time
responses of the three accelerometers at three different airspeeds. The responses damp out in
figures 9(a) to 9(c) for U∞ = 0, 7.1 and 7.5 m/s respectively. Note that, unlike the flat plate
wing case, the decays are not exponential, the decay envelopes are in fact nearly triangular,
particularly at the lowest airspeeds. These decays cannot be predicted by equation 8; this
phenomenon is probably due to friction in the bearings. At U∞ = 7.5 m/s the response could
decay, as shown in figure 9(c), but could also undergo LCOs, as shown in figure 9(d). This was
also the case for U∞ = 7.8 m/s. At all higher airspeeds only LCOs were encountered.

All the responses were analysed using the LSCF method, noting that at least four excitations
were applied at each airspeed. Figure 10 plots the variation of the natural frequencies and
damping ratios of the first four modes of the system, as well as the variation of the LCO
amplitude recorded by the three accelerometers, with airspeed. Several aspects of these graphs
are interesting:

• The natural frequencies vary very little with airspeed (see figure 10(a)). As mentioned
previously, the usual binary flutter mechanism dictates that two of the frequencies must
approach each other in order to cause flutter. This is clearly not the case here.

• The damping ratios all decrease with airspeed and jump abruptly to zero when the LCOs
start (figure 10(b)). Again, this phenomenon is incompatible with the classical binary
flutter mechanism, whereby one of the damping ratios goes to zero while the other
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Figure 9: Time response of pitch-plunge wing at different airspeeds.

becomes very high. Note that the damping ratios are very high at wind-off conditions,
which is compatible with the previous observation that there may be significant friction
in the bearings.

• The first limit cycles encountered at U∞ = 7.5 have a finite, non-negligible amplitude
(figure 10(c)). Furthermore, at two airspeeds both stable and LCO responses are encoun-
tered. It can be concluded that the LCOs are a result of a subcritical Hopf bifurcation.

The nonlinearity causing the LCOs is not known. Clearly, high amplitude oscillations can lead
to dynamic stall and, hence, stall flutter. This could be the case here, as there is no discernible
flutter mechanism at subcritical airspeeds. However, significant friction is also present and
further undesigned structural nonlinearity cannot be excluded. In any case, the aeroelastic
instability observed in figure 10 appears to bypass the classical Hopf mechanism. This could
mean that stall flutter (if that is truly the phenomenon occurring here) does not require a
classical flutter mechanism to occur; dynamic stall can cause LCOs on an otherwise stable
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Figure 10: Frequency, damping and amplitude variation with airspeed.

aeroelastic system far from its flutter speed. Nevertheless, at airspeeds U∞ ≥ 8.3 m/s, stable
responses are no longer possible; only LCOs can occur. This could mean that the Hopf point
lies at this airspeed but that the frequency coalescence phenomenon is hidden by the fact that
the wing already undergoes LCOs at airspeeds above U∞ = 7.8 m/s. Nevertheless, it is also
possible that the non-standard subcritical behaviour seen in figure 10 is due mostly to the high
amounts of friction present in the system.

5 4:1 rectangular cylinder undergoing torsional oscillations

This experiment investigated the LCO behaviour of a rectangular cylinder with aspect ratio 4:1
and a pitch degree of freedom (Andrianne & Dimitriadis, 2013). The rectangle had a chord
c = 0.08 m, height d = 0.02 m and span b = 1 m. The pitch axis passed through the centre of
the rectangle and the pitching motion was measured by means of two accelerometers installed
on an adaptor arm. Figure 11 shows a photo of the rectangular cylinder installed horizontally

60



Second International Symposium on Flutter and its Application, 2020

in the wind tunnel. The root of the cylinder was adjacent to an end-plate while the tip was
adjacent to the wind tunnel’s wall, ensuring quasi-2D flow. The spring assembly providing a
restoring moment in the pitch direction was chosen such that the wind-off natural frequency
of the system was 8.15 Hz while the wind-off damping ratio was 2.6%. The critical airspeed
for vortex-induced vibrations was much lower than the airspeeds at which LCOs occurred. The
nonlinearity in this system is mostly due to dynamic separated flow and, in particular, associated
with the shedding of a Motion Induced Vortex. Some structural nonlinearity occurs at angles
higher than the highest LCO amplitude recorded during the experiments but this does not
preclude other types of undesigned structural nonlinearity, including friction in the bearing.

Figure 11: 4:1 rectangular cylinder in wind tunnel

The cylinder was tested at airspeeds between U∞ = 0 and 14.6 m/s. Initial condition
excitation was imposed; the rectangle was held at initial pitch angles between 1◦ and 10◦ and
then released. Figure 12 plots the variation of the LCO amplitude and frequency with airspeed.
LCOs first occurred at U∞ = 6.7 m/s. However, the system needed an initial pitch angle of
at least 3◦ in order to start undergoing LCOs at this airspeed; lower initial pitch angles led to
decaying responses. At 6.9 m/s an initial pitch angle of 2◦ was sufficient to cause LCOs while
at higher airspeeds up to 13.9 m/s the LCOs were started using an initial pitch angle of 1◦.
Nevertheless, at all these airspeeds the system remained stable if the initial pitch angle was 0◦.
The only airspeed at which LCOs were obtained even with a 0◦ initial condition is the highest
airspeed that was tested, U∞ = 14.6 m/s. Figure 12(a) plots the initial conditions necessary
for LCO responses as black circles. It can also be seen that the LCO amplitude variation with
airspeed is discontinuous at 9.4 m/s, where the amplitude jumps up by about 5◦. The variation
of the LCO frequency (in Hz) with airspeed is plotted in figure 12(b). Unlike the amplitude,
there is no discontinuity in the frequency. Furthermore, plotting period against amplitude in
figure 12(c) we can see that all the points lie on a straight line and that the period increases
with amplitude or, equivalently, that the frequency is inversely proportional to the amplitude.
This means that the nonlinearity in this system is softening; such systems are usually associated
with subcritical bifurcations that lead to static instability. This is clearly not the case here.

The behaviour of figure 12 could be explained in terms of classical nonlinear dynamics, if
it is assumed that a subcritical Hopf bifurcation takes place at U∞ = 14.6 m/s. The unstable
limit cycle branch would then propagate down to 6.7 m/s before folding, becoming stable and
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Figure 12: LCO amplitude and frequency variation with airspeed.

reversing direction. The amplitude jump at 9.4 m/s could be the result of a second fold.
However, the behaviour could also be explained as the effect of friction in the bearing. It could
be that a supercritical Hopf bifurcation occurs at U∞ = 6.7 m/s but, if the initial condition
is too low, the friction is sufficient to dissipate the energy absorbed from the flow and the
response will decay. Then, at U∞ = 14.6 m/s excitations due to the wind tunnel’s natural
turbulence and due to vortex shedding from the rectangle would become sufficient to overcome
the dissipative effect of the friction and to start the LCOs.

6 Fully suspended finite wing

The previous examples included one case without bearings (the cantilevered flat plate wing) and
two cases with at least one bearing. The case without bearings exhibited a classical nonlinear
flutter behaviour while the cases with bearings had more complicated bifurcations. However,
the present example will demonstrate that this is not a general case; it concerns a rectangular
wing with a NACA 0018 section suspended horizontally from 8 extension springs, as shown in
figure 13 Abdul Razak et al. (2013). The pitch axis lay at 37% of the chord. The wing’s chord
was 0.36 m and its span 1 m, resulting in an aspect ratio of 2.78. The wing was hollow and
contained 16 pressure tappings in its mid-span position, connected to 16 piezoresistive pressure
transducers. The wing’s motion was measured by means of four accelerometers attached to the
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spring adaptor arms and sampled at 1 kHz. A time-resolved Particle Image Velocimetry (PIV)
system was used to visualise sections of the flow on the upper surface. The equilibrium angle
of attack of the wing, αeq was set to different angles, from 11◦ to 16◦ and the wing was tested
at airspeeds between 0 m/s and 26 m/s.

(a) (b)

Figure 13: Fully suspended finite wing in the wind tunnel.

As the wing was fully suspended, it had 6 degrees of freedom but its motion was nearly ex-
clusively in the pitch direction, around the pitch axis. The nonlinearity was purely aerodynamic,
as the spring assembly behaved in a linear manner throughout the tested extension range and
there were no bearings. The interesting aspect of this experiment was that the bifurcation
behaviour of the system changed both quantitatively and qualitatively as the equilibrium angle
of attack was varied. The complete bifurcation diagram can be seen in figure 14. Its most
important characteristics are the following:

• At αeq = 11◦ the wing underwent a very abrupt bifurcation at 25.2 m/s, which changed
the nature of the response from stable to very high amplitude LCOs. The amplitude
increased even more at 25.5 m/s, at which speed the test was terminated to preserve the
structural integrity of the system. The highest amplitude measured was 15◦.

• At αeq = 12◦ small amplitude LCOs appeared at 20.8 m/s but the amplitude increased
abruptly at 21.2 m/s. It increased further with airspeed before the test was terminated.
Clearly, two regions of LCO were encountered, a short low-amplitude region and a longer
high-amplitude region.

• At αeq = 13◦ the behaviour was qualitatively similar to the 12◦ case but all the LCOs
appeared at lower airspeed and the low-amplitude region was longer with respect to the
high-amplitude region. Furthermore, there was an airspeed range in which both low- and
high-amplitude LCOs were possible.
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• At αeq = 14◦ the bifurcation behaviour was changed again, as the jump in amplitude ob-
served in the two previous cases disappeared. Now the LCO amplitude changed smoothly
from zero to the highest value of around 10◦, although there were three inflection points
at around 15, 16 and 18 m/s.

• Finally, at αeq = 16◦, the number of inflection points in the LCO amplitude-airspeed
graph was reduced to one. The critical airspeed was the lowest encountered throughout
the tests.
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Figure 14: Complete bifurcation diagram for the fully suspended rectangular wing

Interestingly, the fundamental LCO frequency remained nearly constant at all airspeeds
and angles of attack, between 5.5 Hz and 6 Hz. The two-parameter bifurcation observed
in figure 14 can be described in terms of the Generalised Hopf bifurcation presented in the
nonlinear dynamics literature. As the equilibrium angle of attack is increased, the nature of
the bifurcation changed from subcritical to sub-critical. At αeq = 11◦ the bifurcation results
in nearly linear flutter; it can be idealised as a subcritical Hopf undergoing a fold at high
amplitudes. At αeq = 12◦ and αeq = 13◦ the bifurcation is supercritical but the limit cycle
branch undergoes a fold, resulting in high amplitude LCOs. At higher equilibrium pitch angles
the fold disappears.

In this test case, the bifurcation behaviour is governed completely by dynamic stall. PIV
measurements demonstrated that a Leading Edge Vortex is generated near the leading edge
and shed over the surface of the wing during the LCOs, at least for αeq = 13◦. Nevertheless,
it is not clear exactly which aspect of the dynamic stall phenomenon causes the bifurcation
between low- and high-amplitude LCOs and how the equilibrium angle of attack changes the
bifurcation from subcritical to supercritical.

64



Second International Symposium on Flutter and its Application, 2020

7 Conclusions

This work has presented four wind tunnel tests on nonlinear aeroelastic systems. The nonlin-
earities were either aerodynamic (dynamic stall) or structural (geometric stiffening or friction).
The cantilever flat plate wing conformed to the classical description of nonlinear flutter, which
involves a supercritical or subcritical Hopf bifurcation, sometimes followed by one or more fold
bifurcations of limit cycles. For the cantilever wing, mostly linear subcritical behaviour turned
into LCOs of increasing amplitude at supercritical conditions. However, the pitch-plunge wing
system displayed marked differences with classical theory. The subcritical behaviour did not
betray the existence of a flutter mechanism, the damping ratios all decreased abruptly to zero
and non-zero amplitude limit cycle oscillations appeared abruptly. In classical subcritical Hopf
cases, the underlying linear system still features a flutter mechanism; here, there was no evi-
dence of such a mechanism. The bifurcation behaviour of the 4:1 rectangular cylinder could be
described as a subcritical Hopf followed by three folds. However, the unstable part of the limit
cycle branch would then have a constant and very low amplitude, which is incompatible with
the classical quadratic variation of limit cycle amplitude close to a Hopf point. Finally, the fully
suspended finite wing demonstrates a two-parameter bifurcation behaviour, whereby the nature
of the Hopf and the existence of folds depend on the chosen value of the equilibrium angle of
attack.
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Abstract  

Because of the extraordinary light weight and flexible structure, the large aspect ratio wing 

may induce large elastic deformations when undergoing aerodynamic loads and present 

notable geometric nonlinearity. Thus, the structural stiffness and dynamic characteristics 

may vary under different aerodynamic loads and deformations, and then the flutter 

characteristics may change and also present nonlinearity. In this paper, nonlinear flutter will 

be analyzed under large structural deformation for flexible wings. The analysis results 

indicate that the flutter speed obtained by nonlinear analysis is much lower than the linear 

case and even the flutter coupling modes changed. The horizontal bend mode obviously 

contains twist component and contribute to the unsteady aerodynamics and causes the 

decline of flutter speed according to the investigation of nonlinear flutter. So the nonlinear 

flutter analysis can clearly reflect the structural dynamics under large deformation and 

becomes inevitable.  

Keyword: flexible wing, geometric nonlinearity, nonlinear flutter  

1  Introduction  

The chase for extraordinary flight performance and the wide application of composite 

materials in aircraft design make the structure flexible and then the flexible aircrafts 

continue to come forth, such as large-aspect-ratio UAVs, solar-powered UAVs and flying 

wing UAVs. The flexible aircrafts often utilize large aspect-ratio wing to obtain the good 

lift-drag ratio and flight performance but the wing may induce large deformations under 

aerodynamic loads and present notable geometric nonlinearity. The traditional linear 

aeroelastic analysis based on small deformation hypotheses is no longer suitable and the 

nonlinear aeroelastic stability and response analysis for flexible aircraft considering the 

geometric nonlinearity is urgently demanded.   

The geometric nonlinear aeroelasticity means the structural large elastic deformations and 

loads conditions make the structure present notable geometric nonlinearly and change the 

aircraft configuration. Thus the aircraft stiffness and dynamic characteristics may vary 

under different deformation and change the flutter characteristics. So for flexible wings the 

nonlinear flutter speed often lower than the linear flutter speed and make the nonlinear 

flutter analysis necessary and essential. 

Due to the discussions above, the geometrically nonlinear flutter analysis methods are 

established in this paper. The structural quasi-modes, obtained under nonlinear equilibrium 

state are combined with unsteady aerodynamic based on deformed configuration to form 

the flutter equations in frequency domain and solve the critical flutter speed and coupling 

style. This nonlinear flutter analysis methods can well consider the effect of deformation 

and loads condition on structural geometric stiffness and stress stiffness and obtain the 

geometrically nonlinear flutter characteristics. This flutter analysis is much closer to the real 
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physical scene and get more accurate flutter results.  

2  Theory   

2.1  Structural geometric nonlinearity  

Because of the light weight and weak stiffness, the flexible wing may induce large bend and 

twist deformations and make the linear small deflection hypotheses vanished. The 

structural geometric nonlinearity roots form the nonlinear geometric equation, which 

includes the quadric term of the displacement differential, and requires the nonlinear force 

equilibrium equation established on the deformed state of the structure. Meanwhile, the 

linear stress-strain constitutive relationship is still applicable. Structural geometrically 

nonlinear problems are often solved by the nonlinear incremental finite element methods  

In this paper the Updated Lagrange Formula is adopted in this study, and the primary 

equations are presented briefly below. 

The relationship between the nonlinear Lagrange/Green strain and displacement is 

                                  (1) 

Despite large elastic deformations, the material remains within the elastic limitation for a 

small strain. So the final element-governing equation can be expressed as: 

 t t t t t

N NL

  K K u Q F
 
                                  (2) 

The stiffness matrix in Eq.(2) can be decomposed into a linear part and nonlinear part. The 

linear part is only related to the structure itself, whereas the nonlinear part is related to the 

deformed configuration, load condition and strain quality, each of which should be updated 

in each computation step. 

For aeroelastic stability problems, an assumption of small-amplitude vibration around the 

nonlinear static equilibrium state is suitable for many dynamic problems, including dynamic 

stability flexible aircraft: 

                                          (3) 

the vibration equation of the system and the linearized structural quasi-mode can be 

obtained by generalized diagonalization, 

                                     (4) 

Despite the hidden nonlinear relations, the form the equations is consistent with the linear 

free vibration equations, thus the classical solving methods can be adopted. The mode 

shapes and frequencies under different equilibrium states can be deduced from Eq.(4). The 

modes get through the linearized dynamic equation is called “quasi-modes”, and that can 

be utilized in nonlinear flutter analysis. 

2.2  Non-planar Doublet Lattice Method(NDLM)  

To meet the demand of non-planar aerodynamic computations, mesh dividing should be 

determined on the deformed surface and updated along with the structure deflection, as 

shown in Figure 1. In addition to the spatial lattices, local coordinates should be established 

to reflect the exact non-planar configuration of the wing. The non-planar effect not only is 

reflected geometrically but also should be contained in the kernel unction �. In this section, 

the DLM code is extended into non-planar cases to account for the 3D unsteady loads of 

large-aspect-ratio wings with large deflections and can be successively applied in 

engineering practice. 

1
, , , ,2

( )t t t t t

ij i j j i k i k ju u u u   

 u u x
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Figure1  Typical non-planar lattice on a curved lifting surface 

 

Figure2  Non-planar lattice and the normal wash direction 
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The critical problem of NDLM is the implementation of exact geometric boundary conditions. 

The local normal wash velocity can be is computed spatial distributed doublet lattice via 

kernel function and the boundary condition should be determined by geometrically 

nonlinear curve lifting surface. Unlike traditional doublet-lattice methods, the local normal 

wash should be concerned and the linearized model shape obtained around nonlinear 

equilibrium state should be introduced in unsteady aerodynamic computation in frequency 

domain. Since the linearized modals may be vary under different equilibrium states, so the 

unsteady aerodynamics may also be vary and present different characteristics.  

Due to the large deformation, the wing can not be treated as vibrating around xy plane, the 

actual curved boundary condition should be taken into account. n is the normal vector of 

lifting surface S(x,y,z)=0, (n,x),(n,y),(n,z)are the angles between normal vector and 

coordinate axis, the motion of lifting surface can be written as
i tS Se  , so the normal 

motion velocity can be expressed as 

   = cos(n,x)+ cos(n,y)+ cos(n,z)n S

x y z
U

t t t

       
     
       S S S

 (6) 

All these geometrically nonlinear managements make it quite different from traditional DLM. 

Also, the NDLM aerodynamics can be expressed as follows: 

 
p

w = DΔc  (7) 

D is the spatial doublet-lattice influence coefficient matrix. Solve the equations above the 

unsteady pressure can be obtained。 
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PK method, which is also utilized for flutter analysis, combined with NDLM can be used to 

implement the nonlinear flutter analysis for very flexible wings to obtain the nonlinear flutter 

boundary considering the large structural effects. 

2.3  Nonlinear flutter analysis  

Small disturbance hypotheses are adopted around the nonlinear equilibrium state and 

“quasi-modes” are introduced in the dynamic equations, then we got:  

 Mq +Kq = Q  (8) 

Using p-k method to solve the equations, it can be rewritten as 
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M Q K Q q

 (9) 

The geometrically nonlinear flutter analysis flow chart is shown below, in can be concluded 

as: 

 

Figure 3Nonlinear flutter analysis flow chart 

1) First, conduct the geometrically nonlinear static aeroelastic analysis to get the 

structural deformation, aerodynamic loads under deformed configuration and the 

linearized dynamic mass and stiffness matrix. 

2) Linearized dynamic vibration analysis around nonlinear equilibrium state to get the 

“quasi-mode”. 

3) Unsteady aerodynamic calculation under deformed configuration with 

“quasi-mode”. 

4) Establish the aeroelastic flutter equations and solve it with p-k methods in 

frequency domain.  

5) Obtain the nonlinear flutter speed and flutter characteristics for very flexible wings. 

 

3  Example  

The calculated example wing is constructed with 3 main beams located at front, middle and 

back, 17 ribs, 4 stringers and skin. While in the FEM model, they are modeled with beam 

elements and shell elements shown in Figure 4. The detailed calculation conditions are 

listed in Table 1. 
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Figure 4 Wing model 

Table 1 Calculate conditions 

Altitude Mach Angle of attack 

5000m 0.5 1° 

3.1  Linear flutter analysis  

The linear flutter analysis is only related with linear structural modes and unsteady 

aerodynamics but nothing on deformations and load conditions. The linear structural modes 

and interpolated unsteady aerodynamic modes are shown in Table 2. 

Table 2 Linear structural modes 

No. 
Frequency 

/Hz 
description Mode shape Aerofdynamic modes 

1 3.46 
1st verticla 

bend 

  

2 10.78 
2nd verticla 

bend 

  

3 12.39 
1st horizontal 

bend 

  

5 24.24 
3rd vertical 

bend 
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6 38.19 1st twist 

 
 

7 40.56 
2nd horzontal 

bend 

  

8 42.82 
4th vertical 

bend 

 
 

9 64.83 
5th vertical 

bend 

  

10 70.40 2nd twist  

  

Solving the flutter equations with p-k method can get the varying tendency of mode 

frequency and damping with the increase of speed. When the mode damping turns to 

positive from negative, that indicate the flutter occurs and the critical flutter speed 

corresponding to the zero damping. Here are the linear flutter analysis results.  
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Figure 5 Linear flutter V-g and V-F curve 

The analysis results in Figure 5 indicate that the wing presents a typical bend/twist coupling 

flutter( 1st vertical bend coupled with 1st twist) in linear analysis. With the increase of speed, 

the 1st twist mode tends to unstable under the speed of 179m/s, with the frequency at 

19.6Hz. 

3.1 Nonlinear flutter analysis  

Before the nonlinear flutter analysis, the geometrically nonlinear static aeroelastic analysis 

should be conducted first. Apply the aerodynamic load on the flexible wing and use the 

updated Lagrange formula to get the nonlinear structural deformation, which is shown 

below.  

 

Figure 6 Nonlinear static deformation 

Table 3 Wingtip deflections 

Wingtip 

deflections 

x-axis y-axis z-axis 
Relative vertical deflection 

Compared with semispan 

49.81mm 1638.83mm 187.51mm 14.89% 

The nonlinear static analysis indicate that the vertical deflection of wingtip is 

1638mm(almost 15% of the semispan), and the chordwise(x-axis) and spanwise(z-axis) 

deflections are also significant, which can not be reflected and often ignored in linear 

analysis. However, it is quite important in nonlinear analysis and has a big influence on 

structural dynamic characteristics.  

After the nonlinear static analysis, the linearized dynamic characteristics are analyzed and 

the obtained “quasi-mode” are shown below. 
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Table 4 The linearized “quasi-mode” 

No. 
Frequency 

/Hz 
description Mode shape 

Aerofdynamic 

modes 

1 3.542 
1st vertical 

bend 

  

2 10.495 
1st horzontial 

bend 

  

3 10.752 
2nd vertical 

bend 

  

5 24.146 
3rd vertical 

bend 

  

6 32.817 
2nd horzontal 

bend+twist 

  

7 42.681 
4th vertical 

bend 

 
 

8 54.825 1st twist 
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9 64.632 
5th vertical 

bend 

 
 

10 67.407 2nd twist 
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Figure 7 Nonlinear flutter V-g and V-F curve 

In nonlinear flutter analysis, there are two modes across the critical damping line and 

become unstable, which is quite different from the linear analysis results. The lowest flutter 

speed is 97m/s, at the frequency of 10.2Hz, which is coupled with 1st vertical bend and 1st 

horizontal bend. The second flutter speed is 203m/s at the frequency of 22.5Hz. It can be 

concluded that because of the geometric nonlinearity not only the flutter speed is 

decreased but the flutter coupled modes are also changed. The traditional bend/twist 

coupling form are not typical and instead the horizontal bend mode participate and become 

the key mode in flutter, changing the flutter coupling style and decreasing the flutter speed. 

 

Conclusion 

 

Nonlinear flutter analysis method in frequency domain considering the geometric 

nonlinearity caused by large deformation for very flexible wing is established in this paper 

and an example flexible wing are analyzed to validate the method and demonstrate the 

nonlinear flutter characteristics. The analysis results indicate that the large structural 

deformation may change the stiffness and dynamic characteristics, and as a consequence, 

the flutter characteristics are changed. Because of the structural large deformation and 

geometric nonlinearity, the linearized horizontal bend modes frequencies declined and the 

modes shape contain twisting components, thus the flutter speed and flutter coupling form 

are both changed. The coupling form is changed from typical bend/twist coupling form, 

which is usually presented in linear flutter, to vertical bend modes coupled with horizontal 
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bend modes. Additionally, the nonlinear flutter speed decreases dramatically. Therefore, the 

nonlinear flutter analysis considering about the structural large deformations and geometric 

nonlinearity is inevitable and it can prevent the flight performance decline and the defect of 

flight envelope.  
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The unsteady transonic aerodynamics is very important in the sense that the swept back
wing experiences the sharp drop of the flutter speed in transonic region. In this paper, the
accuracy and reliability of the turbulence models, that are indispensable for the prediction of
the unsteady transonic aerodynamic forces at high Reynolds numbers using the RANS (Reynolds
Averaged Navier-Stokes) code, are extensively examined. The turbulence models examined are
the Baldwin and Lomax algebraic model and the SST k − ω model. The detailed comparisons
of the unsteady pressure distributions and the aerodynamic forces with the experimental data
obtained for the NACA64A010 at Reynolds number 1.2x107 are conducted. Both the models
give satisfactory agreement with those of the experiment as far as the boundary layer is attached.
However, the B & L model shows poor agreement with the experimental data obtained at
Re = 1.2x107 in the case where the shock induced flow separation occurs, while the SST k−ω
model shows a fair agreement with those of the experiment. In Fig. 1, the typical flow patterns
(iso-density contours) around the NACA64A010 airfoil oscillating in pitch around the quarter
chord point at Mach=0.80 and the mean angle of attack of 4 degree, that are computed using
the B & L model and the SST k − ω model, are shown as an example of the computations.
As seen in the figures, both the models predict the shock induced flow separation. However
the B & L model predicts too strong and too aft-positioned shock wave compared with that
of the SST k − ω model which gives better agreement of the shock pattern with that of the
experiment.

Figure 1: Flow pattern (iso-density contour) around oscillating NACA64A010 airfoil. (M∞ =
0.80,α = 4o + 1osin(kt), k = 0.204, Re = 1.2x107).
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The work aimed to initiate the investigation of aeroelastic risks of interflap seals. The latters -
located between the inboard and outboard flaps - suffered from aeroelastic phenomena during the first
test flights performed by the aircraft manufacturer. A methodological study was therefore carried out
to identify the features which can be at the origin of the vibrations the seals suffered from.

To do so, a two-dimensional CFD analysis at low-subsonic conditions was first performed by means
of unsteady RANS simulations. The analysis revealed the shedding of vortices at the trailing-edge of
the flap. This is illustrated in Fig. 1. The vortex shedding causes periodic aerodynamic load oscillations
on the flap which may induce the seals to vibrate.

Figure 1: Vorticity contours at different time instances in a period of oscillation.

Once modal analyses of the structure were computed, a qualitative comparison between the re-
sults from the CFD analysis and the modal properties was made to briefly introduce and discuss the
potential aeroelastic risks the structure may encounter in the nominal flight conditions. The evolution
of the aerodynamic forces on the flap reported non-negligible amplitudes of oscillation with respect
to the time-averaged values, especially considering flexible bodies such as the investigated seals. The
excitation frequency (shedding frequency) was found particularly close to the resonance frequencies of
two modes of a particular stacking version. The excitation mechanism finally confirmed the possibility
for those modes to be excited.

Note that an experimental set-up will be developed to reproduce the aeroelastic behaviour of the
seals in a wind tunnel. The experimental measurements will therefore serve as validation data for
further numerical simulations.
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Abstract 

Due to its excellent performance, the propeller aircraft plays an important role in the military filed. As 

a matter of fact, high-speed rotation of the propeller produces slipstream. The slipstream has complex mutual 

aerodynamic interference with other parts of the aircraft, such as wing and tail. Flutter is a dynamic 

aeroelastic instability, which is an undesirable phenomenon in aircraft. The propeller slipstream effect on 

elastic wing aerodynamics and flutter is one of the most important issues in the research of aerodynamic 

layout design of propeller aircraft[1][2]. 

The aerodynamic load is calculated by unsteady vortex lattice method(UVLM). As shown Fig.1, we 

get the aerodynamic model of propeller and slipstream. Now, we are developing a rapid computational 

method to predict the propeller slipstream-elastic wing aerodynamic interaction. All calculations in this 

paper will be based on this aerodynamic global coordinate system. 

  
Figure 1 propeller aerodynamic model 

As shown in Fig.2, we use the “elastic wing / propeller” model to develop the flutter characteristics. 

 
Figure 2 Structure of the “Elastic Wing / Propeller” system 

The work presented here uses UVLM for aerodynamic modeling and FEM for elastic wing/propeller 

system modeling. A method to predict elastic wing flutter in the time domain based on unsteady vortex 

lattice is in processing. In final paper, completed flutter analysis will be illustrated.  

 

[1] Agostinelli C,Liu C H,Allen C B,et al. Propeller-flexible wing interaction using rapid computational 
methods, AIAA-2013-2418[R].San Diego:AIAA,2013. 

[2] Ognev V , Rosen A . Influence of Using Various Unsteady Aerodynamic Models on Propeller Flutter 
Prediction[J]. Journal of Aircraft, 2011, 48(5):1708-1721. 
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Even though the progress in CFD-development is very rapid, unsteady and aperiodic phe-

nomena in �uid mechanics are still mostly the domain of experiments, since the numerical

results are either not precise enough, the calculations demand too many resources or both ap-

plies. Consequently important e�ects on �ghter aircraft such as bu�eting, control reversal and

force-motion hysteresis ask for thoroughly planned wind tunnel experiments, which binds a lot of

personnel and �nancial resources. Accompanying the planning of the investigated �ight regime

and the wind tunnel model's sensor instrumentation by numerical calculations is a mandatory

task. Preliminary investigations decrease the resulting risks for the experiment dramatically,

while they increase its e�ectiveness through adapted parameter settings.

An upcoming wind tunnel test campaign with a next generation �ghter jet planform DLR-

F23, which runs in scope of the DLR-project "Diabolo", shall be investigated on beforehand

numerically with the usage of a grid adaptation technique. The implementation of this technique

leads to skipping the laborious process of grid design almost completely1.

1 Zastrow, J. (2019). Characterizing a Multi Delta Wing for Aeroelastic Wind Tunnnel Experiments.

International Forum on Aeroelasticity and Structural Dynamics 2019.
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Abstract

This paper deals with the aeroelastic stability assessment of the empennage section of the
hybrid-electric motor glider FVA 30. Because of its integrated propulsion units at the tips it is
prone to a special kind of aeroelastic instability called whirl �utter. This instability of the V-tail
involves the whirl modes of the propellers. Parameter studies regarding the most important
structural parameters are carried out to evaluate the design space and identify critical �utter
modes. The models are also checked for empennage �utter and ground resonance. Due to the
early design phase this is done by numerical studies with simpli�ed models using the in-house
�utter process, PySTAB, and strip theory propeller aerodynamics. The investigations show the
possibility of a V-tail �utter due to insu�cient mass balance of the combined elevator/rudder
control surface. In contrast, the empennage structure shows large margins regarding whirl
�utter of the tailplane structure itself. The pylon and engine mount are assumed to be rigid
though due to lacking design data. Ground resonance of the elastic propeller blades is prohibited
by the dynamic couplings due to blade twist.

Keyword: aeroelastic stability, motor glider, V-tail, whirl �utter

1 Introduction

The FVA 30 is a hybrid-electric motor glider which is currently being designed by the FVA, a
student association based in Aachen, Germany. The aircraft will be a two-seated touring motor
glider (TMG) in side-by-side con�guration and powered by two electric motors at the two tips
of a V-tail (shown in Fig. 1). To speed up the design, the front part of the fuselage as well

Figure 1: Design of the hybrid electric mo-
tor glider FVA 30

as the wings are adopted from the eGenius, an
aircraft built by the university of Stuttgart (Schu-
mann 2018). The project is now moving towards
the critical design review (CDR) and the con�gu-
ration shall be evaluated for its aeroelastic stability
beforehand. Due to the large propellers mounted
at remote locations this evaluation especially in-
volves instability phenomena caused by these pro-
pellers, namely whirl �utter and ground resonance.
This is done before the CDR to account for any
necessary changes in the design.

82



Second International Symposium on Flutter and its Application, 2020

2 Methods

Before moving on to the model of the FVA 30 empennage and the stability results, an intro-
duction into the theory and used methods is given. This includes the basic whirl �utter theory
as well as its integration into the in-house �utter process, PySTAB. As the theory and stability
analysis for ground resonance di�er from this, it will be summarised separately. For a more
detailed discussion of the methods refer to Koch et al. (2019).

2.1 Theory of (whirl-) �utter analysis

A rotating propeller in a �exible engine bed is subjected to gyroscopic whirl modes. Due to the
aerodynamic forces these whirl modes can become unstable (�e£rdle 2015). This phenomenon
is called whirl �utter. A simple model to describe this behaviour is shown in Fig. 2. This
system consists of a rigid propeller on a shaft with a yaw and pitch degree of freedom (cf. top
of Fig. 3). The yaw and pitch modes merge to a forward and backward whirl mode due to
gyroscopic coupling under rotation. Considering the aerodynamic forces caused by this whirling
motion the backward whirl mode eventually becomes unstable (�e£rdle 2015).

Ω

∞

y

M y,P

Pz

M z,P
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y

Figure 2: Rigid propeller with two tilting-
DOF

Figure 3: Basic behaviour of a propeller in
a �exible engine bed

Considering a linear strip theory one can describe the propeller aerodynamics by sti�ness and
damping terms for the propeller hub point (Houbolt and Reed III 1962). In Eq. 1 these terms
are expressed as non-dimensional derivatives. Cmψ for example is the non-dimensional pitching
moment m due to a yaw angle ψ. In general these depend on the forward and rotational speed.
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ẏ

ż
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(1)

To analyse more complex systems than the one in Fig. 2, the propeller aerodynamics has
to be coupled with a structural model (e.g. the empennage structure of the FVA 30). This
is done by adding the sti�ness and damping terms of the propeller to the structural model in
physical coordinates (Rodden and Rose 1989). To reduce the number of degrees of freedom for
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the stability analysis, the complete model is transformed into modal coordinates. This results
in Eq. 2:

Mgenq̈ + Kgenq = φTKPφq + φTDPφq̇ +
1

2
ρ∞V 2

∞Qhh(k) (2)

Mgen and Kgen represent the modal mass and sti�ness matrix of the base structure, phi is
the modal matrix transforming physical into modal coordinates q. KP and DP represent the
propeller terms from Eq. 1 including the gyroscopic terms. The last part of Eq. 2 allows for
the inclusion of frequency-domain aerodynamics for the remaining part of the aircraft. Qhh(k)
represents the generalized aerodynamic forces, that depend on the reduced frequency k . In this
case, the aerodynamics for the tailplane and the control surface are calculated by an unsteady
acceleration potential method, ZONA6 (Chen et al. 1993). If these are included in the stability
analysis, the problem changes from a set of explicit eigenvalue problems (�rst terms in Eq. 2
are only velocity-dependant) to an implicit �utter problem. These can be solved e.g. using the
g-method for �utter solutions (Chen 2000). The solution of Eq. 2 in di�erent varieties is a very
common problem for aircraft �utter application and is therefore automated in the in-house tool
PySTAB.

2.2 Linear Frequency Domain Flutter Process : PySTAB

To analyse aircraft con�gurations w.r.t their �utter stability in the linear frequency domain, a
python environment is used to automate the �utter analysis process. This environment uses
the commercial software ZAERO as a core and allows for the consideration of di�erent as-
pects like engine gyroscopic loads, in-plane aerodynamic forces, propeller forces or even more
sophisticated generalized aerodynamic forces (GAF) from the CFD Solver TAU-LFD (cf. Fig.
4). By switching to state-space formulation, aeroservoelastic calculations can be carried out.
Depending on the needs of the con�guration to be analysed, the user can decide which e�ects
to be included. In the case of the FVA 30 empennage section, propeller gyroscopic and aerody-
namic loads are considered, while the aerodynamics for the tailplane are the standard ZONA6
aerodynamics, as �ight speeds and Mach numbers are moderate.
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Figure 5: PySTAB software architecture
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As the �utter assessment of an aircraft usually needs a lot of parameter studies (Mach num-
ber, density, mass cases, control system, structural parameters,...), PySTAB uses a three-layer
architecture (cf. Fig. 5). A underlying database stores all data for the di�erent con�gurations
and analysis steps, while a functional layer manages all the tasks during the analysis. Finally,
control scripts and a GUI provide easy access and control over the simulations and results.

2.3 Ground Resonance

If �exibility of the rotor blades is considered, there is the possibility of another instability
phenomenon called ground resonance, which is of completely di�erent nature. While (whirl-
)�utter involves aerodynamic forces, ground resonance is a pure mechanical instability (Bielawa
1992). It is well known in the �eld of helicopter dynamics, but can also become relevant in
case of very �exible propeller blades.

The mechanism causing this instability is an energy transfer from the drive system through
a rotating blade mode into the support (Cardinale et al. 1969). The rotor mode involved is
the so called regressive cyclic mode. The blades oscillate with a 120 deg phase shift in this
mode. For a lead-lag-degree of freedom, this is shown in Fig. 6. This phase shift leads to a
whirling motion of the rotor center of gravity around the hub. In the regressive cyclic mode,
this whirling motion is inverse to the direction of rotation, which also a�ects the frequency
characteristics with increasing rotational velocity. Looking at the eigenfrequencies of a simple
rotor on an elastic support, one can observe the regressive rotor mode dropping in frequency
(branch labelled |ωζ−Ω| in Fig. 7) till it reaches a point of zero frequency. From this rotational
speed on the rotation of the whirling motion changes to forward. This low frequency forward
cyclic mode (also called supercritical cyclic mode) can now couple with the underlying support,
leading to the described instability called ground resonance (coupling regions are marked with
dashed circles in Fig 7).
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Figure 7: Example for a Campbell-diagram
with two regions of ground resonance

To assess a system for ground resonance, a coupled dynamic description of the rotor blades
and the support structure is needed. Johnson (1974) developed a dynamic description of a
�exible rotor at the tip of a wing structure. The model includes two degrees of freedom per
blade, one lead-lag and one �ap mode, as well as the �rst three eigenmodes of the wing structure
(in- and out-of-plane-bending as well as torsion).
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If more degrees of freedoms shall be incorporated or a more sophisticated dynamic descrip-
tion of the model is necessary, numerical multi-body-simulations (MBS) can be used to capture
more e�ects (cf. Arnold and Waitz (2018)). In this case, the MBS-software SIMPACK is used
to couple a modal description of the propeller blades with the �exible tailplane structure. The
MBS-model is linearised at di�erent rotational speeds and the resulting state space model is
subjected to an eigenvalue analysis. Beforehand the rotating blade degrees of freedom have
to be transformed into rotor degrees of freedom in the non-rotating frame. This is done using
multi-blade coordinate transformation (Bir 2008).

3 Models

After summing up the theory and methods used to analyse the empennage structure, a brief
introduction into the modelling of that structure will be given before moving on to the results.
The basic structural layout of one side of the V-tail consists of a box beam sti�ened by four
stringers and �ve ribs (cf. Fig. 8 left). A control surface takes up the trailing 35 % of the
lifting surface. The rotational degree of freedom around the hinge axis has no sti�ness and
the control surface can therefore rotate freely. The main structure will be manufactured from
carbon composite and is modelled as a �nite-element shell-model in MSC.NASTRAN.

Figure 8: Structural and aerodynamic model of
one empennage half

The electric propulsion unit is mounted in
front of the leading edge at the tip of the V-
tail (marked with a black marker in Fig. 8
left). It is structurally modelled as a point
mass that is rigidly attached to the base struc-
ture. Both sides of the V-tail are attached to
a beam representing the fuselage degrees of
freedom. The unsteady aerodynamics of the
lifting surfaces are calculated by an accelera-
tion potential method, ZONA6 (Chen et al.
1993). One side is therefore discretized into
24 x 12 panels (cf. Fig. 8 right) and con-
nected to the structure by an in�nite plate
spline to interpolate deformations and forces
between the di�erent grids. A node at the
propeller hub serves as interface for the prop-

Table 1: Frequency ranges for the �rst three
eigenmodes of one V-tail half. For the de�nition
of the base con�guration see Koch et al. (2019)

fmin [Hz] fbase [Hz] fmax [Hz]

out-of plane 5.9 6.7 10.6

in-plane 12.7 16.2 30.6

torsion 44.0 66.3 75.0

eller forces in Eq. 1. Due to the early de-
sign phase, most of the structural parameters
are not clearly de�ned. To include these un-
certainties into the stability assessment, pa-
rameter studies for the driving uncertainties
are carried out to evaluate their e�ect on the
stability. These include the mass balance of
the control surface, the motor mass and its
distance from the leading edge as well as the
number of composite layers in the main struc-
ture. By combining several values a large set
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of parameter combinations is formed around the nominal design. Using the automation ca-
pabilities in PySTAB this parameter space can easily be covered. The variation of structural
parameters mainly a�ects the eigenfrequencies. The ranges for the �rst three eigenmodes are
shown in Tab. 1, together with the corresponding mode shapes in Fig. 9 - 11.

Figure 9: First out-of-plane
bending mode

Figure 10: First in-plane
bending mode

Figure 11: First torsional
mode

4 Results

Moving on to the results of the stability assessment, this section will start o� with presenting the
results focussing on tail �utter. Afterwards the stability with rotating propeller is investigated
and results for whirl �utter and ground resonance are shown.

4.1 Tail Flutter
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Figure 12: Frequency and damp-
ing trends for the base con�gura-
tion

Using the full model of the FVA 30 empennage including
both sides, the control surface and the fuselage beam, �ut-
ter calculations are carried out for the whole design space
to check for �utter stability. Frequency and damping for the
�rst ten eigenmodes of the base con�guration are plotted in
Fig. 12 for increasing velocities up to the certi�cation speed
of 1.2 times the dive speed VD equal to 100 m/s. Two in-
stabilities indicated by negative damping arise between 30
- 70 m/s. One is a symmetric control surface �utter, the
second one is its antisymmetric counterpart. Both instabil-
ities are caused by a coupling of the control surface mode
with the �rst tailplane bending mode as the control surface
mode increases in frequency with airspeed due to aerody-
namic sti�ness terms. In case of approaching frequencies
the control surface movement extracts energy from the �ow
and feeds it into the bending mode. Due to the phase lag
between both motions the bending mode becomes unstable
(Försching 1974). The phase lag is a result of insu�cient
mass balance of the control surface. The center of gravity
(CG) of the control surface usually lies aft the hinge axis.
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This leads to a mass coupling between heave motion and control surface rotation. A mass
balance reduces this coupling by shifting the control surface CG forward, eventually eliminating
the instability. The e�ect of increasing mass balance on the damping of the �rst tailplane
bending mode is shown in Fig. 14. A full mass balance (100%) is equivalent to a control
surface CG lying on the hinge axis (and therefore completely removing the coupling). It can be
seen that above a certain value of mass balance the model stays stable over the whole range of
velocities. The mass balance needed to stabilise the control surface �utter varies over the design
space. Fig. 13 shows the percentage of unstable con�gurations in the design space depending
on the value of the mass balance. Below a mass balance of 70% almost all con�gurations show
control surface �utter, while above 87% the whole design space is stable. This also implies,
that no other �utter mechanism besides control surface �utter occurs.
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Figure 13: Share of unstable con�gurations
depending on the mass balance
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damping trends

4.2 Whirl Flutter

Taking the gyroscopic and aerodynamic terms for the propeller into account, the possibility of
whirl �utter arises. First the system is checked for whirl �utter without taking the tailplane
aerodynamics into account (neglecting the last term in Eq. 2). The design space is evaluated
for its whirl stability and margins for the driving parameters, e.g. �rst eigenfrequencies are
identi�ed. The e�ect of the combined consideration of propeller and tailplane aerodynamics is
shown exemplarily for the base con�guration (c.f. Tab. 1).

The stability of a whirl system is heavily dependant on the �rst eigenfrequencies of the
support structure showing a signi�cant tilting of the propeller plane. Therefore these (in form
of the entries of the generalized sti�ness matrix Kgen in Eq. 2) are scaled, until the system
becomes unstable. Fig. 15 plots a parameter space for the �rst two eigenfrequencies with a
tilting of the propeller plane (cf. Fig. 10 and 11). The black line marks the limit of stability.
Higher frequencies (upper right corner) are stable, lower frequencies result in whirl �utter. The
dark grey area surrounding the stability limit marks the area of uncertainty gained form repeating
this process throughout the design space. It should be noticed, that this stability limit marks
the frequencies, at which the system would theoretically become unstable due to whirl �utter.
The actual frequencies of the in-plane and torsion modes are marked as a point and a light grey
area for the uncertainty. It can be seen clearly in Fig. 15 that the area of the actual frequencies
lies far beyond the stability limit in the stable range, leaving a minimal margin factor of 4.5.
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The safety margins increases even further when taking the tailplane aerodynamics into
account. Fig. 16 shows the damping trends for the �rst �ve symmetric empennage eigenmodes
for the base con�guration including 100 % mass balance to suppress the control surface �utter.
Trends only considering the tailplane aerodynamics are drawn continuously, the ones considering
only the propeller aerodynamics in dotted lines and the ones combining both aerodynamics and
solving Eq. 2 including all terms are depicted as dashed lines. As expected for a linear system,
damping e�ects add up and the complete system shows higher damping ratios. In this case a
separate evaluation of empennage and whirl �utter stability is therefore a conservative approach.

4.3 Ground Resonance

By considering �exibility of the propeller blades the model is also checked for ground reso-
nance. Because ground resonance requires a supercritical cyclic mode, one has to look for
the behaviour of the regressive cyclic modes with increasing rotational velocity. The Campbell
diagramm showing the structural eigenfrequencies of the base con�guration is shown in Fig.
17. Continuous lines are calculated using the analytical model developed by Johnson (1974)
whereas the dashed lines result from numerical analysis using MBS SIMPACK. Two blade de-
gree of freedoms are considered, called �ap and lead-lag. In case of a three-bladed rotor these
form three rotor modes, which are marked with diamond and square markers respectively. The
regressive modes drop in eigenfrequency, but none reaches a supercritical state. The model is
therefore free of ground resonance.
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To ensure stability even for more �exible blade designs this is captured by a parameter
study, gradually decreasing the �rst blade eigenfrequencies. The e�ect is shown in Fig. 18
for the �rst blade mode. It can be seen, that instead of reaching a supercritical state, all
trends approach a linear asymptote. This is due to centrifugal sti�ening caused by the out-of-
plane motion. Despite the categorisation into �ap and lead-lag mode, both modes show in-
and out-of-plane movement originating in the large blade twist and the resulting coupled �ap
and lead-lag dynamics. It can therefore be stated, that due to the highly twisted blades the
regressive modes cannot turn supercritical, preventing ground resonance from occurring.
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5 Conclusions

The aeroelastic stability of the empennage of a hybrid-electric motor glider including a V-tail
with tip-mounted electric motors and propellers was analysed. The in-house tool PySTAB was
used to assess the model for empennage and whirl �utter. Supplementing analyses to �nd
a possible ground resonance were conducted with an analytical model and MBS simulations.
The only instability found was a control surface �utter resulting from a coupling of the control
surface rotation with the �rst tailplane bending mode. A su�cient amount of mass balance
prevents this coupling and removes any instability.

The margins against whirl �utter of the whole tailplane structure were found to be quite
large even without considering the tailplane aerodynamics, which further increase the system's
stability. Whirl �utter of the pylon structure was not investigated due to the lack of adequate
design data and has to be evaluated at a later stage.

Ground resonance due to coupling of elastic blade modes with the supporting tailplane
structure is prohibited by the highly twisted blades. These result in a coupling between lead-lag
and �apping motion, ultimately preventing the occurrence of supercritical modes.
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Studying the unsteady interactions of a wing and incident vortex structures coming from an 

upstream bluff-body or another wing is currently a topic of considerable interest due to its 

numerous applications in biologically-inspired propulsion systems and energy harvesting 

among others. Several studies have been carried out to understand how an actively flapping 

system utilizes the energy of the incident vortex structures to augment its aerodynamic 

performance1; few such studies2 have taken aeroelasticity into account. The oscillation 

amplitude of an aeroelastic system, situated in the primary wake formation region of an 

upstream bluff-body, can attain a considerably high value if the coupled system frequency 

locks in with the shedding frequency of the bluff-body; thus having a significant energy 

extraction potential. This paper investigates the flutter characteristics of a pitch-plunge 

aeroelastic system in the wake of an upstream bluff-body through high-fidelity numerical 

simulations. The present FSI framework is developed by coupling a Navier-Stokes solver 

with the nonlinear structural model using a partitioned approach. The focus of this work is on 

characterizing the wake-induced limit-cycle oscillation (LCO) behavior of the elastically 

mounted wing in the presence of both structural and aerodynamic nonlinearities in the low 

Reynolds number regime. The aeroelastic system is seen to undergo successive Hopf 

bifurcations leading to an interesting bifurcation scenario at low values of mass-ratios in the 

uniform flow condition (when the bluff-body is absent)3. This is considered as the base case 

to assess the effect of the bluff-body wake on the nonlinear aeroelastic response dynamics. 

The present study also aims to investigate the effect of different bluff-body shapes and 

spatial locations relative to the wing in order to tune the oncoming vortex shedding frequency 

in comparison to the natural frequencies of pitch and plunge. In this way, it will be possible to 

study how the strength of the wake vortices and the shedding frequency influence the flutter 

boundary and the post-flutter characteristics of the wing as compared to the case without a 

bluff-body. Moreover, it will be interesting to study how the variation in the structural 

properties such as pitch and plunge stiffness changes the sensitivity of the aeroelastic 

response to the oncoming vertical disturbances by altering the vortex energy transfer from 

the wake to the wing. 
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Abstract

This study presents a modal analysis of the aerodynamic damping associated with delayed
detached eddy simulations (DDES) of light dynamic stall on a pitching NACA 0012 airfoil
using Dynamic Modal Decomposition (DMD) and Proper Orthogonal Decomposition (POD)
techniques. The DDES results indicated negative aerodynamic damping for this light dynamic
stall case. It was observed that the DMD technique, which results in single-frequency modes,
provided a single DMD mode representing the complete aerodynamic damping of the system.
Also, this DMD mode had a constant intra-cycle aerodynamic damping owing to its single
frequency. On the other hand, the total aerodynamic damping was distributed among several
POD modes. Also, all POD modes were comprised of multiple frequencies, leading to the
variation of intra-cycle aerodynamic damping with the phase of the pitching motion. Such
variation of intra-cycle damping renders POD modes intractable for aerodynamic damping
distribution analysis, which may have potential application for devising �ow control strategies.
Also, the aerodynamic damping distribution of DMD mode 2 indicates that during light dynamic
stall at high, turbulent Reynolds numbers, the leading and trailing edge regions of the chord
are the major contributors to the negative aerodynamic damping.

Keyword: Dynamic stall, DMD, POD, Aerodynamic Damping

1 Introduction

Dynamic stall is a complex �uid dynamics phenomenon that manifests itself during rapid,
transient motion in which the angle of incidence surpasses the static stall limit. It has been an
active area of research for helicopters, wind turbine blades, unmanned aerial vehicle (UAV) and
micro aerial vehicle (MAV) applications, as well as low-Reynolds number insect and �apping-
wing bird �ight. Dynamic stall can be separated into a light stall and a deep stall regime. In
light dynamic stall regime, the excursion of the peak dynamic angle of attack from the static
stall angle is smaller than in the deep dynamic stall regime, leading to a less abrupt drop in
the lift and moment coe�cients [12]. The nature of the pitching moment response during
light dynamic stall, under certain conditions, can lead to positive aerodynamic work. In an
aeroelastic system (an elastic wing or a spring-suspended airfoil), light dynamic stall might
lead to instability, such as stall �utter. Thus, the aerodynamic damping of light dynamic stall
needs to be investigated carefully, especially for wind-turbine blades and UAVs subjected to
strong gust excitations, which often experience light dynamic stall. Although the computation
of aerodynamic work or aerodynamic damping is important for light dynamic stall, it has not
been discussed comprehensively in recent studies apart from Ref. [4]. This is the main focus
of the current study.
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The inherent complexity and �ow separation during dynamic stall require high-�delity com-
putational �uid dynamic (CFD) simulations for accurate analysis. The choice of governing
equations to be solved numerically is important. Reynolds Averaged Navier Stokes (RANS)
equations, often used in the past to study dynamic stall, [7, 1, 19], may be susceptible to in-
accuracies in the presence of signi�cant �ow separation. An alternative is to use Large Eddy
Simulations (LES) in which, the smaller turbulent length scales are modeled and the larger
ones are resolved [18]. However, owing to the large computational cost associated with LES,
hybrid RANS/LES methods capable of representing a RANS-type behavior in the vicinity of the
solid boundary and an LES-type behavior far away from the wall boundary, have also been used
extensively [5].

Modal analysis of complex dynamic phenomena often leads to key insight into the physics of
the problem. This has led to the application of techniques like proper orthogonal decomposition
(POD) [2] and dynamic mode decomposition (DMD) [15] for studying various �ow phenomena
associated with separation and complex �ow structures. Both POD and DMD are data-based
techniques that extract dominant dynamic features from time-resolved measurements of the
�ow-�eld, but while POD modes are ranked according to energy, DMD modes are ranked
according to the dynamic behavior. Both these techniques will be employed to study the
aerodynamic damping of the system experiencing light dynamic stall phenomenon.

Here, we explore the light dynamic stall regime at high, turbulent Reynolds number, where
many UAVs and wind turbine blades operate. In the present study, DMD and POD are used to
analyze computational, time-resolved snapshots of pressure obtained via a RANS-LES hybrid,
delayed detached eddy simulations (DDES), with a k − ω SST turbulence model. Although
either the velocity magnitude snapshots or velocity component snapshots were used in previous
studies [13], the pressure �ow�eld is selected here as it can be used for computation of the
pitching moment response, and subsequently the aerodynamic work due to individual DMD or
POD modes.

2 Test Case

The light dynamic stall case studied is that of a NACA 0012 airfoil with pitching oscillations
about the quarter-chord point. The �ow has a Mach number M∞ = 0.3 and Reynolds number
Re∞ = 4× 106. The pitching motion has a reduced frequency of k = 0.1 and an amplitude of
α1 = 5◦. The mean angle of attack is α0 = 11◦. The unsteady pitching angle of the airfoil can
be written as,

α(t) = α0 + α1sin(ω t) (1)

Equation 1 can be written in terms of nondimensional parameters as,

α(tnd) = α0 + α1 sin(2kM∞ tnd) (2)

The experimental results were presented in [11], which considers a mean angle of attack of
10◦. However, more recent experiments of NACA 0012 airfoil at a similar Reynolds number and
Mach number [14] show that the angle of attack for maximum steady cl lies somewhere between
15◦ and 16◦. Thus dynamic stall cannot be observed at α = 15◦, which was also corroborated
by the DDES results. It is reasonable to suspect that wall e�ects or some potential measurement
error may have led to experimental dynamic stall at the slightly lower angle of attack. The
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mean angle of attack in the DDES simulations was increased accordingly to 11◦ to obtain an
αmax = 16◦.

3 Computational Setup

DDES [17, 16] is performed here using the k − ω SST turbulence model in EZNSS [8], an
in-house code developed by the Israeli CFD center. The uni�ed hybrid RANS/LES DDES in
EZNSS is formulated according to Ref. [16]. The mesh used here is an O-type mesh with
periodic boundary conditions and consisting of 6.7 million grid points. The mesh dimension is
651× 251× 41 with 0.25 chord along the spanwise or Y direction. The �rst dimension (651)
represents the number of grid points along the airfoil surface. Grid points are concentrated near
the airfoil in order to capture the DSV formation and initial convection. An illustration of the
mesh with various levels of magni�cation is provided in Fig. 1.

(a) Magni�cation=50 (b) Magni�cation=150 (c) Magni�cation=500

Figure 1 � Mesh used for k − ω SST DDES

A reduced computational domain (shown in ref. [10]) consisting of a slice around the suction
surface of the airfoil including the leading and trailing edges, was used for taking the DMD
and POD snapshots. The 3D high-�delity snapshots generated from the DDES were averaged
in the spanwise direction, along the Y direction. The snapshots were sampled in intervals of
17 time steps, where each nondimensional time step for the DDES is 2.053 × 10−2. Thus,
the nondimensional sampling time interval, ∆tnd , for obtaining the DMD snapshots is 0.3491,
resulting in 300 snapshots in a single pitch cycle. As explained in Ref. [13], such a sampling rate
will not be able to capture the small-scale highly �uctuating structures in the shear-layer but
will capture the primary structures of interest. The DDES pitching simulations were carried out
with the second-order accurate, dual-time stepping scheme available in EZNSS. The criterion
for convergence of the dual-time step solution at each time step is the reduction of the residual
by two orders of magnitude (OOM), for both the mean-�ow equations and the turbulence
model. The criterion for OOM reduction of the residual and the dual-time step procedure in
EZNSS has been explained further in Ref. [9].
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4 Mathematical Model

Both the DMD and POD algorithms used in this article require snapshots of the �ow past the
airfoil. The sampling frequency of the snapshots and the pre-processing of the DDES results
are discussed in the next section. The mathematical details of the POD and DMD techniques
used for this study can be obtained from Ref. [10].

5 Aerodynamic damping and stall �utter

Aerodynamic damping is used as a measure of the e�ect that aerodynamic forces may have
on the stability of an aeroelastic system (for example, if the airfoil was suspended in springs).
Positive damping indicates a stabilizing aerodynamic force whereas negative damping might lead
to aeroelastic instabilities. The cycle-averaged aerodynamic damping coe�cient, Ξ, indicates
the potential of the dynamic stall phenomenon to lead to aeroelastic instabilities like stall �utter.
For pure pitching motion, Ξ can be derived as,

Ξ = − 1

πα1
2

∮
cm dα (3)

where ¯cm and α1 are the amplitudes of the pitching moment coe�cient and angle of attack,
respectively. For dynamic stall, the pitching moment response becomes non-linear. Thus, for
pitching moment measured at the quarter chord, the cycle aerodynamic damping is computed
from the area enclosed in the cycle variation of the pitching moment coe�cient as:

Ξ =
1

πα1
2

∫ αmax

αmin

(
cmy ,x/c=0.25

D − cmy ,x/c=0.25
U
)
dα (4)

For simple harmonic input and output, we can write α = α1e
ιωt and cm = ¯cm eι(ωt+ψ),

where ψ is the phase di�erence between the pitching moment response and the excitation.
These can be substituted in equation 3 to obtain the aerodynamic damping coe�cient. A
lagging pitching moment response (−π < ψ < 0) indicates negative work done or stable
airloads. On the other hand, a phase lead (0 < ψ < π) indicates positive work done, or
unstable airloads. A complete derivation of the aerodynamic damping coe�cient in provided in
ref. [10].

6 Results

6.1 DDES results

Four cycles of DDES of the pitching airfoil were simulated in EZNSS. The phase-averaged lift
coe�cient, and the pitching moment coe�cient at the quarter-chord obtained from four cycles
of the DDES are compared against available experimental results in Fig. 2. Overall, the phase-
averaged DDES results show a close correlation to the experimental results with some di�erences
during the pitch-down phase. The largest di�erences are observed just after the moment and
lift stall as the �ow slowly recovers from the stall. Similar behavior has been observed and
explained in other dynamic stall studies [6]. A negative cycle-averaged aerodynamic damping
value of Ξcycle = −0.23 was obtained from the DDES pitching moment response compared to
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Ξcycle = −0.05 in the experiment. Mesh convergence of the DDES results are provided in Ref.
[10].

(a) Lift coe�cient (b) Pitching moment at quarter chord

Figure 2 � Comparison of k − ω SST DDES results with experiments

The dynamic stall phenomenon is further investigated by looking at the suction coe�cient,
−cp, on the upper surface of the airfoil at di�erent phases of the pitching motion and comparing
it to the cl and cmy ,x/c=0.25 variations with the phase in Fig. 3. Here, we de�ne the phase
as Φ = ωt. Fig. 3 (a) shows a large suction at the leading edge of the airfoil till Φ = 80◦

(α = 14.2◦). This is denoted as the leading edge suction (LE suction) phase of the dynamic
stall. At Φ = 80◦ (α = 14.2◦), a locally formed high suction region is observed at about
35% of the chord, indicating the formation of the dynamic stall vortex (DSV). As expected for
the light dynamic stall regime at high Reynolds number, the DSV is formed at the location of
maximum airfoil thickness. Such behavior was reported earlier and explained in Refs. [12, 11].
We can also observe that the DSV formed at Φ = 80◦ (α = 14.2◦), eventually moves along
the airfoil and leaves the trailing edge at Φ = 125◦ (α = 15.44◦). Another locally formed high
suction region at the trailing edge at Φ = 125◦ (α = 15.44◦) is considered the trailing edge
vortex (TEV). The moment stall is observed around Φ = 85◦ (α = 14.38◦), shortly after the
formation of the DSV. The pitching moment coe�cient at the quarter-chord decreases as the
DSV travels towards the trailing edge of the airfoil. The lift stall is observed around Φ = 105◦

(α = 14.97◦) as the DSV reaches the trailing edge. While the airfoil recovers from the moment
stall, the cl reduces further as the DSV leaves the trailing edge completely. Eventually, the �ow
reattaches and the airfoil recovers from both the lift and moment stall.

6.2 Modal Analysis of Aerodynamic Damping

The DMD and POD analyses were used to investigate the contribution of the various modes to
the cycle-averaged aerodynamic damping. As we have already seen from the experimental and
DDES pitching moment response, the present case has a negative cycle aerodynamic damping
indicating a potential for stall �utter when attached to an aeroelastic system. Thus, if we can
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(a) Upper surface -cp (b) cl and cmy ,x/c=0.25

Figure 3 � Variation of aerodynamic forces with change in the phase of the pitching motion

�nd speci�c DMD or POD modes having a major contribution to the negative aerodynamic
damping of the system, such modes can be further investigated to understand possible causes
for such damping and also devise possible control strategies of any potential instabilities.

First, the DMD analysis was performed on the phase-averaged snapshots of the pressure
coe�cient cp. The DMD modes obtained from the analysis have complex conjugate pairs of
eigenvalues except for the �rst mode, which has a real eigenvalue. All the DMD modes, except
the �rst mode, have frequencies that are multiples of the pitching motion frequency. They are
ranked in ascending order of their reduced frequency. The �rst seven DMD modes are presented
in Table 1 along with their eigenvalues and reduced frequencies. The �rst mode, having a zero
eigenvalue, is a stationary mode. This mode represents the mean �ow it was demonstrated that
it shows excellent correlation to the cp obtained by time-averaging the phase-averaged pressure
snapshots [10]. This indicates the convergence of the DMD analysis. DMD mode 2 has the
same reduced frequency of the prescribed pitching motion (k = 0.1). The next higher modes
can be considered the higher harmonics of the pitching motion. Each of the complex conjugate
pairs associated with each of the modes 2-7, were multiplied with their corresponding complex
conjugate modal amplitudes to obtain real-valued cp values. The process is elaborated in Ref.
[10]. The cp values thus obtained for each DMD mode was integrated to compute the pitching
moment and subsequently the aerodynamic damping associated with them via Eq. 4).

The POD analysis was also performed on the phase-averaged snapshots of the pressure
coe�cient cp. All the POD modes have real eigenvalues, eigenvectors and modal amplitudes.
The �rst mode represents the time-averaged solution of the DDES snapshots. Thus, the �rst
POD mode shape is identical with the �rst DMD mode shape. However, the �rst POD mode is
not a stationary mode unlike DMD mode 1. This can be attributed to the fact that the DMD
modes are orthogonal in time whereas the POD modes are orthogonal in space [15]. Physically
this means that each DMD modes is represented by a single frequency but each POD mode
consists of several frequencies. The modal amplitude of the �rst six POD modes are shown in
�gure 4 showing that each POD mode consists of several frequencies. Since the POD modes
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Table 1 � Eigenvalues and reduced frequency of DMD modes

Mode Eigenvalue (µk) Reduced frequency (f̄ )
1 1.0 �
2 0.9997 ± 0.0209i 0.1000
3 0.9992 ± 0.0420i 0.2007
4 0.9983 ± 0.0626i 0.2990
5 0.9961 ± 0.0832i 0.3977
6 0.9936 ± 0.1049i 0.5022
7 0.9921 ± 0.1265i 0.6056

are ranked according to energy, the modal amplitude of the POD modes decreases with an
increase in the mode number.

Figure 4 � POD modal amplitude

Since the DMD and POD analyses were performed on a reduced computational domain
consisting mainly of the upper surface of the airfoil, the cmy ,x/c=0.25 was computed with only
the airfoil surface grid points of the reduced computational domain. The aerodynamic damping
for the POD and DMD modes, as well for the DDES snapshots on the reduced domain were
computed using equation 4. The absolute value of the aerodynamic damping coe�cients of the
�rst eight DMD modes, ΞDMD , normalized by the DDES reduced-domain aerodynamic damping,
ΞDDES , are presented in Table 2 (a). These values indicate the contribution of various modes
for the aerodynamic damping of the system. The sign of the aerodynamic damping of the
various modes is also provided to indicate if they contribute positively or negatively to the
stability of the system. It can be observed that since DMD mode 1 is a stationary mode, it
does not have any aerodynamic damping. DMD mode 2 has a negative aerodynamic damping
coe�cient. Also, a relative damping coe�cient of 0.9958 indicates that it is responsible for
almost all of the negative aerodynamic damping of the system. The contribution of modes
3-8 to the aerodynamic damping is negligible. Thus, the aerodynamic damping of the whole
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dynamic stall phenomenon can be represented by a single DMD mode, DMD mode 2.
A similar analysis performed for the POD modes is presented in Table 2 (b). For the POD

modes, we see that mode 2 contributes to 95% of the damping of the system. Similar to DMD
mode 2, POD mode also provides negative aerodynamic damping. However, POD mode 1 and
POD modes 3-6 also generate a non-negligible amount of aerodynamic damping.

Mode sign(ΞDMD) |ΞDMD/ΞDDES |
1 · · · 0
2 - 0.9958
3 - 3.1e-04
4 - 0.0061
5 + 0.0053
6 + 0.0013
7 - 0.0052
8 - 0.0078

(a) Normalized cycle aerodynamic damping of
�rst eight DMD modes

Mode sign(ΞPOD) |ΞPOD/ΞDDES |
1 + 0.0870
2 - 0.9544
3 - 0.1106
4 + 0.0103
5 - 0.0479
6 + 0.0322
7 - 0.0025
8 - 0.0035

(b) Normalized cycle aerodynamic damping of
�rst eight POD modes

Table 2 � Normalized modal aerodynamic damping

The cmy ,x/c=0.25 computed for the DDES snapshots are shown in Fig. 5 (a). It can be
observed that the cmy ,x/c=0.25 computed for the reduced computational domain shows reason-
able correlation with its counterpart computed for the full domain, presented in Fig. 2 (b).
The cmy ,x/c=0.25 computed for DMD mode 2 and POD mode 2 are compared to the DDES
reduced-domain cmy ,x/c=0.25 in Figs. 5 (b) and (c), respectively. It is seen that going from
pitch-up to pitch-down, all the three pitching moment responses have an overall clockwise
nature. This indicates that they are contributing to positive aerodynamic work or negative
aerodynamic damping [6]. However, only the DMD mode 2 has a constant phase as it is a
single-frequency response.

(a) DDES pressure snapshots (b) DMD pressure mode 2 (c) POD pressure mode 2

Figure 5 � Comparison of cmy ,x/c=0.25 obtained for the reduced computational domain

100



Second International Symposium on Flutter and its Application, 2020

The DMD mode 2 cmy ,x/c=0.25 is compared to the pitching moment response computed
via Theodorsen's function for the same pitching oscillation frequency but considering a smaller
mean angle of attack, for a case when the �ow would be fully attached. The expression for the
pitching moment response predicted by Theodorsen's function is calculated from Ref. [3] as,

cmy ,x/c=0.25,us =
πk

4
α1

√
1 +

9

64
k2 sin

[
ωt − arctan

(
8

3k

)]

where the subscript us indicates that is was only calculated for the upper surface to keep
it consistent with DMD calculations. These two pitching moment responses are compared in
�gure 6. One can see that for an attached �ow condition, using Theodorsen's functions, the
pitching moment response always lags behind the pitching oscillation. In this case, the phase
lag is 88◦. This indicates negative aerodynamic work over a cycle, or positive aerodynamic
damping. On the other hand, DMD mode 2 has a phase lead of 137.5◦.

(a) DMD pressure mode 2 (b) Theodorsen's functions

Figure 6 � Comparison of cmy ,x/c=0.25 for separated �ow during dynamic stall to attached �ow

A constant phase di�erence between the pitching moment response and the pitching motion
leads to a constant intra-cycle aerodynamic damping coe�cient, ΞΦ, as expressed in �gure 7,
where the intra-cycle damping for the attached �ow case, DMD mode 2 and POD mode 2
are compared. For a constant phase di�erence between the pitching moment response and the
pitching motion, the intra-cycle aerodynamic damping can be directly computed from equation
3, the same equations used for computing cycle-averaged aerodynamic damping. For variable-
frequency case, however, intra-cycle aerodynamic damping is computed via a Hilbert transform
of the pitching moment time response, as demonstrated in Ref. [4]. In the present study, the
Hilbert transform technique was employed to compute the intra-cycle damping for POD mode
2.

For a constant phase di�erence between the pitching angle and the pitching moment coe�-
cient, one can relate the cycle aerodynamic damping to the aerodynamic damping distribution
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Figure 7 � Comparison of intra-cycle aerodynamic damping

over the airfoil surface at any phase of the motion as,

Ξ =

∫ 1

0

Ξx/cd
x

c
=

∫ 1

0

cpx/c

(x
c
− c

4

)
d
x

c
(5)

where cpx/c is the coe�cient of pressure at various locations along the airfoil. The aero-
dynamic damping distribution along the chord for DMD mode 2 and Theodorsen's functions,
normalized by the absolute value of the total cycle-average aerodynamic damping, is computed
using equation 5, and compared in �gure 8. One can see that for an attached �ow case, ana-
lyzed via Theodorsen's function, the section of the airfoil ahead of the quarter-chord, leads to
negative damping, whereas, the section behind the quarter-chord leads to a much larger positive
damping. For DMD mode 2 (representing the dynamic stall case), the leading edge and trailing
region generate negative damping. On the other hand, the region around the quarter-chord
contributes to a much smaller positive damping. The distinctly di�erent pitching moment and
aerodynamic damping distribution observed here for DMD 2 compared to an attached �ow case,
is caused by the phenomenon of light dynamic stall. Such knowledge of the aerodynamic damp-
ing distribution will be useful for someone interested in �ow control, especially for control or
mitigation of stall �utter for the present case. Similar results cannot be obtained for a variable
intra-cycle aerodynamic damping scenario, like POD mode 2, where the aerodynamic damping
distribution will also vary with the phase of the pitching motion. This also makes it di�cult
to associate positive or negative damping with any particular dynamic stall �ow features or to
target a speci�c region of the airfoil for �ow control.

7 Conclusions

In this study, modal analysis of the dynamic stall phenomena of a pitching NACA 0012 airfoil,
occurring at high, turbulent Reynolds numbers and in the light stall regime, was performed with
the DMD and POD techniques. The DMD and POD techniques were applied to snapshots of
the pressure distribution obtained via delayed detached eddy simulations (DDES). The DMD
technique resulted in a stationary mode and subsequent modes that were represented by the
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Figure 8 � Aerodynamic damping distribution

frequency of the pitching motion and its higher harmonics. The POD technique ranks modes
based on the energy content of the �ow. So, unlike the DMD modes, each POD mode consisted
of a combination of frequencies and there was no stationary mode.

It was observed that DMD mode 2 had negative aerodynamic damping and contributed
to 99.58% damping of the system. All the other DMD modes had negligible aerodynamic
damping. The DDES pitching moment response for the full domain as well as experimental
results also predicted negative aerodynamic damping. This indicated that a single DMD mode,
with the frequency of the prescribed motion, is su�cient to represent the complete aerodynamic
damping associated with the light dynamic stall phenomena. POD mode 2 consisted of 95.44%
of the aerodynamic damping of the system and had a negative sign. However, there were other
POD modes having non-negligible aerodynamic damping values of di�ering signs.

Since DMD mode 2 consists of a single frequency, it has a constant phase di�erence with
respect to the pitching oscillation. This is a very favorable attribute as the moment associated
with this modes could be directly compared to the moment response obtained via Theodorsen's
function, for attached �ow conditions (for the same oscillation frequency and amplitude). DMD
mode 2 can also be used to easily compute the aerodynamic damping associated with the
pitching motion at light dynamic stall. The same cannot be achieved for the DDES results
or POD mode 2, which consist of multiple frequencies and have a variable phase di�erence
between the pitching moment response and the motion of the pitching oscillation.

Analysis of the aerodynamic damping of DMD mode 2 showed that in light dynamic stall the
regions around the leading and trailing edges generate a large amount of negative aerodynamic
damping while the region around the quarter-chord contributes to a much smaller amount of
positive aerodynamic damping. The overall e�ect is negative aerodynamic damping. This can
be used to target �ow control e�orts that aim at stabilizing the aeroelastic response due to
light dynamic stall.
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Abstract

The current study presents numerical investigation of the fundamental properties of 3D shock
bu�et on a swept wing, studied experimentally in the AVERT project, using �uid modal analysis.
Speci�cally, the Dynamic Mode Decomposition (DMD) method used in this study enables the
extraction of coherent structures of the �ow and the associated dynamic properties. Preliminary
results of the unsteady aerodynamic response of the swept wing to prescribed pitching motion at
shock bu�et conditions are presented. The interaction between the prescribed motion and the
developed bu�et �ow for some excitation parameters results in lock-in of the bu�et �ow with
the prescribed motion excitation frequency. Other excitation parameters result in an unsteady
response in both the bu�et and excitation frequencies.

Keywords: Unsteady Aerodynamics, Shock Bu�et, CFD, DMD

1 Introduction

Shock bu�et is an aerodynamic instability phenomenon that occurs at transonic �ow over
both airfoils and wing con�gurations. It was extensively investigated, both experimentally and
numerically, for 2D airfoil con�gurations [3]. However, the literature is much more limited for
the 3D wing shock bu�et. Moreover, the study of the interaction between structural motion,
either prescribed or aeroelastic response, and shock bu�et is very lacking in the published
literature. Thus, further investigations are required in order to establish the relation between
the bu�et mechanism and unsteady aerodynamic response and the aeroelastic response of
�exible structures.

Several experimental studies investigated the 3D shock bu�et phenomenon, mostly on swept
wings that are typical of transonic aircraft [2]. The main di�erence with respect to 2D bu�et
is the change in the frequency content of the pressure �uctuations on the wing. The 3D bu�et
involves oscillations in a broadband frequency range, which is about one order-of-magnitude
higher than the 2D bu�et (St ≈ 0.2− 0.3).

Numerical studies [1, 4] were performed to investigate the 3D bu�et. The presence of a sub-
stantial 3D �ow phenomenon, that is the propagation of "bu�et cells" [4] along the span, was
identi�ed. This �ow feature is distinctive of 3D bu�et and was also observed and quanti�ed
in experimental studies [2, 7]. Further numerical studies [14, 15] used Unsteady Reynolds-
Averaged Navier-Stokes (URANS) simulations and high-�delity Delayed Detached-Eddy Simu-
lations (DDES) to investigate the phenomenon for di�erent Angles-of-Attack (AoAs) and Mach
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numbers. The broadband frequency nature of the 3D bu�et was simulated in these studies and
the suitability of URANS simulations for bu�et prediction and analysis was established.

Recently, several studies focused on �uid modal decomposition methods to investigate the
3D bu�et. Ohmichi et al. [11] used incremental POD and DMD to study the shock bu�et
over NASA's Common Research Model (CRM). A dominant mode at the bu�et frequency
(St ≈ 0.4) exhibiting periodic structures resembling the well-known bu�et cells propagating
towards the wing tip was identi�ed. Another, low-frequency (St ≈ 0.05), mode was also found
in which pressure propagates towards both wing tip and root. Other modes were attributed
to the broadband nature of the bu�et. The low-frequency mode may be a reminiscent of a
low-frequency disturbance found experimentally [2]. In a recent study by Masini et al. [9] POD
and DMD were used in an extensive analysis of experimental Dynamic Pressure-Sensitive-Paint
(DPSP) data at bu�et onset on the RBC12 wind-tunnel model [8]. Focusing on the DMD
results, both high- and low-frequency dominant modes were found, similarly to the numerical
results in [11].

Only few studies investigated the behavior of a 3D wing at bu�et conditions with prescribed
motion. Timme and co-authors [17, 18] investigated the response of a half wing-body con�gu-
ration to prescribed motion resembling torsional deformation of the wing using CFD simulations.
The prescribed motion was in a broad range of frequencies. As the AoA reached bu�et onset,
a distinct peak at St ≈ 0.11, similar to the 2D unsteady response to prescribed motion [10],
appeared in the wing frequency response, alongside secondary peaks at St ≈ 0.3−0.7 that cor-
respond to the broadband 3D bu�et. Kataras and Timme [5] extended the previous work with
the same torsional excitation and investigated the e�ect of excitation amplitude and frequency
near bu�et onset. It was found that at pre-bu�et conditions, as the excitation amplitude in-
creases the lift coe�cient response follows the structural excitation completely. Close to bu�et
onset, the excitation frequency trace in the lift coe�cient response is growing in magnitude as
the excitation amplitude increases; however, lock-in of the bu�et �ow �eld to the excitation
frequency, as observed for 2D airfoils [13], was not observed for the investigated 3D wing.

The current study focuses on the analysis of the shock bu�et �ow �eld on a typical swept
wing. The baseline, static wing, bu�et is studied using both conventional and modal techniques.
Then, preliminary results of the �ow �eld unsteady response at developed bu�et conditions for
an oscillating wing are presented and analyzed using conventional methods with the goal to
characterize �uid-structure interactions at bu�et conditions.

2 Test Case

The swept wing studied experimentally in the AVERT project [2] was used in this study. The
experimental campaign was performed at ONERA S2MA wind tunnel and included a half body-
wing con�guration. The wing cross section is based on the OAT15A airfoil. The model has a
semi span of b = 1.225 [m] and mean-aerodynamic-chord (MAC) of c = 0.3375[m] with taper
ratio of ct/cr = 0.5. The wing is swept by 30◦ and twisted from root to tip.

Model instrumentation included steady and unsteady pressure measurements and accelerom-
eters. The model was tested at several Mach numbers (0.78-0.86) and several AoAs. The cur-
rent study focuses on a single Mach number of M∞ = 0.82 with test conditions P∞ = 60kPa
and T∞ = 300K , resulting in Reynold number (based on MAC) of 3.6M .

Brunet and Deck [1] studied the same con�guration using a Z-DES approach, showing good
comparisons with the experimental results and noting the advantage of DES-type computations
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over URANS in capturing the separated region.
In the current study, only the wing was simulated using a symmetry boundary condition.

Fig. 1 shows the computational grids generated for this con�guration applying the overset
approach. The main wing (blue mesh in Fig. 1) is meshed using an O-type topology with 311,
65 and 101 grid points in the chordwise, spanwise and perpendicular directions. A cap mesh
(red mesh in Fig. 1) is used for the wing tip and a rectangular world mesh (black mesh in Fig.
1) con�nes the two wing grids. This computational setup includes a total of 3.6M �ow cells.

Figure 1: Computational meshes of the wing con�guration used in this study

3 Computational Setup

In this study, URANS simulations were conducted using the EZAir solver [6]. EZAir is a
�nite-volume, structured, multizone, multiblock Euler/Navier-Stokes solver developed by the
Israeli CFD Center. The solver includes an automatic chimera procedure that was used to
assemble the computational domain (Fig. 1). For the convective �ux approximation, the
second order in space Harten, Lax, and van-Leer approximated Riemann solver scheme with
contact discontinuity treatment (HLLC) was used. The time-accurate nature of the �ow was
simulated using the second order in time dual time stepping (DTS) method. The turbulence
model for all simulations was the SA model with Edwards and Chandra's modi�cation and
compressibility correction.

The numerical methodology for the static bu�et simulations is formed from a steady-state
simulation at a given set of AoA and Mach number, followed by a time-accurate simulation
using a physical time-step of ∆t = 1 · 10−5[s].

For the prescribed motion simulations, a sinusoidal pitching angle is prescribed to the wing
grids (within the static world grid) and the numerical computation is continued from the static
bu�et simulation until several cycles are obtained (based on the lift coe�cient time evolution).
The same time step of ∆t = 1 · 10−5[s] is used.

Modal analysis using the Dynamic Mode Decomposition method [16] was performed using
the Python library available online 1. All modal analyses were performed using pressure snap-
shots at equally spaced time steps obtained from the surface �ow solution. Dominant modes

1https://github.com/cwrowley/dmdtools [retrieved 4 January 2020]
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were extracted using Greedy method as outlined by Ohmichi et al. [11]. Pressure snapshots
are used because the �ow modes can be analyzed from a pressure propagation point of view,
thus enabling analysis of the bu�et mechanism.

4 Results

4.1 Shock Bu�et over Static Swept Wing

In order to characterize the shock bu�et phenomenon on realistic swept wing con�guration,
two approaches are considered. First, conventional analysis of the lift coe�cient and the
pressure distribution of the wing is presented. Then, modal analysis using the Dynamic Mode
Decomposition (DMD) method is performed in order to shed further light on the inherent
dynamics of the phenomenon.

Time accurate �ow simulations were performed for several AoA values at M = 0.82. Fig. 2
shows the lift coe�cient time history for the simulated AoAs. Bu�et onset is between 3.5 deg
(in which no lift oscillations were observed) and 4.0 deg AoA. The experimental bu�et onset [2]
was measured at about 3.1 deg AoA. This may indicate that an AoA correction of ∆α ≈ 0.5
deg is required.

Figure 2: Lift coe�cient time-history, M = 0.82

As the AoA increases, the lift time history becomes irregular and its �uctuation amplitude
increases. This corresponds to the pressure coe�cient Root-Mean-Square (RMS) distribution
(Fig. 3) that indicates that the pressure �uctuations increase in magnitude and extent over
the wing and advance towards the Leading-Edge (LE) of the wing. Comparing these results
to Brunet and Deck [1], it is noted that the use of high-�delity simulation resolves higher
pressure �uctuations in the wake region, compared to the URANS simulation. Thus, broad-
band frequency content of pressure �uctuations is not expected to be reproduced by URANS
simulations.

At α = 5.25 deg, the pressure �uctuations region shrinks and becomes more curved. Future
work will examine the entire �ow �eld at this AoA and higher AoAs to explain this change of
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trend. Finally, it is noted that some anomalies in the RMS distribution can be observed for
α = 5.25 deg. These appear to be mesh-induced discrepancies due to insu�cient resolution in
the spanwise direction. This will be investigated in future work.

Figure 3: Pressure RMS for various AoAs, M = 0.82

Fig. 4 shows pressure coe�cient RMS values for several AoAs compared to experimental
results at spanwise station of y/b = 75%. It can be seen that the RMS values are slightly
over-predicted by the CFD approach at the shock wave location. Nevertheless, the trends are
captured well by the computation - as the AoA is increased, the shock wave moves towards the
leading-edge (LE) of the wing. It is noted that the experimental data does not have pressure
measurements at x/c < 0.3.

For all AoAs, the pressure �uctuations on the wing surface are characterized by bu�et cells in
the high-RMS region of the pressure �uctuations that are convected towards the wing tip. Fig.
5 depicts a snapshot of the pressure �uctuations for the examined AoAs. The bu�et cells are
convected towards the wing tip and synchronize with low-high pressure �uctuations, indicating
alternating separation pattern behind the shock wave ripples. Again, as for the lift coe�cient
time history, an evolution of the periodic structures with increasing AoA can be noticed - as
the AoA increases, the periodic structures become less regular and organized. Based on the
pressure �uctuations on the wing, it is observed that for the studied con�guration, there is a
strong interaction between the bu�et cells and the wing tip �ow �eld. An examination of the
entire �ow �eld is required to shed further light on this interaction.

Concerning the lift coe�cient frequency content, Fig. 6 shows the Fourier-Transform (FT)
of the lift coe�cient time history for M = 0.82 in terms of Strouhal number de�ned as St =
f · MAC/U∞, where U∞ is the freestream speed. It can be seen that the frequency content
for the low AoA (close to bu�et onset) is periodic with a dominant frequency and higher
harmonics. As the AoA increases, the frequency content is more irregular and broadband at the
typical shock bu�et frequency (St ≈ 0.2).

Compared to the experimental results (which study the frequency content of the pressure
measurements), the frequency content herein is more narrow-band. The frequency content for
the near-onset AoAs is lower than what was reported in other 3D bu�et studies. It is closer to
2D bu�et characteristic frequencies. In his experimental study, Dandois [2] noted that at bu�et
onset AoA (α = 3 deg) the pressure Power Spectral Density is centered at lower St numbers
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Figure 4: Pressure coe�cient RMS distribution at y/b = 75%, M = 0.82

Figure 5: Snapshot of pressure coe�cient �uctuations (Cp′), M = 0.82

between 0.02 and 0.2 (compared to the St number of 0.26 that was computed for the bu�et
AoA of 3.5 deg). This range compares well with the frequency content in the present study for
α = 4 − 4.75 deg. It may indicate that a wind-tunnel correction is required. No experimental
results are available for other AoAs.

It is noted that other numerical studies, which investigated other swept wing geometries,
did not report this low frequency content close to bu�et onset. It may be attributed to di�erent
wing geometries, di�erent spectral analysis approaches or the fact that in the current study a
larger range of AoA was investigated.

DMD analysis based on pressure snapshots was performed for several AoAs. Only the �rst
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Figure 6: Lift coe�cient frequency content (St based on MAC), M = 0.82

30 dominant modes (based on the Greedy method) are analyzed. The dominant DMD modes
have the same frequencies as the lift coe�cient. These dominant modal eigen-values lie on the
unit circle and have close-to-zero damping, typical of the linear representation of a neutrally
stable system.

Using 1500 pressure snapshots, equally spaced in time with ∆tsnap = 10∆t, Fig. 7 depicts
the main properties of the dominant DMD modes for α = 4.25 deg. The frequencies of the
dominant modes depict two branches that grow linearly with the mode order. Based on the
modal amplitude, it appears that the modes at the lower branch (corresponding to sub-harmonic
frequencies) are less important for the �ow �eld reconstruction. Examining the modal amplitude,
it can be seen that the Greedy method retrieves the dominant modes that correspond to highest
modal amplitude. Finally, the reconstruction error is below 5% using the �rst 15 modes. The
trends of the dominant modes' properties resemble those observed in modal analysis performed
by the authors on 2D airfoil [12]. It is noted, however, that for higher AoA, as α = 5.25 deg,
this behavior is altered and becomes less organized. DMD results at higher AoAs resemble the
results obtained by Ohmichi et al. [11] and require further investigation.

Fig. 8 shows the time-space modal history for the �rst three dominant oscillatory DMD
modes (i.e. excluding the static mode) for α = 4.25 deg. It can be seen that the �rst oscillatory
mode (at St ≈ 0.07) depicts two pressure propagation paths - one towards the wing root which
resembles a straight shock front and another towards the wing tip which depicts large bu�et
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(a) DMD eigen-values (b) DMD frquency content

(c) DMD modal amplitude (d) DMD reconstruction error

Figure 7: DMD Properties, α = 4.25 deg, M = 0.82

cells. The other two modes depict smaller coherent structures within the large bu�et cells, also
convected towards the wing tip. Both propagation paths originate from the λ-shock triple point
as observed by Iovnovich and Raveh [4].

Comparing to previous numerical and experimental modal analyses, some results require
further investigation. Ohmichi et al. [11] and Masini et al. [9] observed two dominant DMD
modes. A low-frequency mode that depicts pressure propagation both inboard and outboard
having a straight shock front pattern and higher frequency modes characteristic of 3D bu�et
that depict bu�et cells propagation towards wing tip. However, they did not observe bu�et
cells pattern in the low-frequency DMD mode.
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(a) StMAC = 0.075

(b) StMAC = 0.15

(c) StMAC = 0.226

Figure 8: Time-space modal history of dominant DMD modes, α = 4.25 deg, M = 0.82

114



4.2 Pitching Swept Wing at Shock Bu�et Conditions

In this section, preliminary results of the lift coe�cient behavior of a wing undergoing prescribed
pitching motion at bu�et conditions are presented. Recently, Kataras and Timme [5] presented
an analysis of a swept wing that is excited with a torsional mode near bu�et conditions. In
the present study, the excitation is performed about developed bu�et conditions at 5 deg AoA.
Also, in the present study, a rigid-body pitching motion is prescribed to the entire wing, rather
than simulating a structural-like torsional motion.

We prescribed pitching motion at a frequency which is twice the bu�et frequency and
at several amplitudes (αp = 0.001, 0.01, and 1.5 deg) about developed bu�et �ow at α =
5 deg. Fig. 9 shows the lift coe�cient time history for several prescribed motion cases. The
corresponding frequency content is depicted in Fig. 10.

(a) αp = 0.001 deg (b) αp = 0.01 deg (c) αp = 1.5 deg

Figure 9: Lift coe�cient time history at di�erent excitation amplitudes and excitation frequency
of 2.0fbuffet , α0 = 5.0 deg, M = 0.82

(a) αp = 0.001 deg (b) αp = 0.01 deg (c) αp = 1.5 deg

Figure 10: Lift coe�cient FFT at di�erent excitation amplitudes and excitation frequency of
2.0fbuffet , α0 = 5.0 deg, M = 0.82

For the small pitching amplitude of 0.001◦, the frequency content of the lift response
resembles that of bu�et, with a dominant response at St ≈ 0.18. For αp = 0.1◦ both the
bu�et frequency (St ≈ 0.18) and the pitching motion frequency (St ≈ 0.36) are seen in the
lift response. This is similar to the observation in [5].

For pitching amplitude of 1.5◦, the prescribed motion frequency dominates the lift coe�cient
response. This is practically a lock-in mechanism for 3D swept wing con�guration at developed
bu�et conditions, similar to the lock-in mechanism observed in 2D airfoils. The lock-in can be
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attributed to the fact that the lift amplitudes due to bu�et (Fig. 2) are small in comparison
to those due to the excitation so that the bu�et �ow �eld is suppressed and the �ow �eld is
dominated by shock wave oscillations induced by the prescribed oscillating AoA.

Future investigation is required to explore a larger envelope of prescribed-motion frequencies
and amplitudes. This will be combined with a modal analysis of the excited �ow �eld in order
to assess the e�ect of prescribed motion on the dominant �ow structures as observed for the
static wing.

5 Summary and Future Work

An analysis of the shock bu�et �ow �eld on a typical swept wing was presented. The baseline,
static wing, bu�et �ow was studied using both conventional and modal technique (DMD).
Dominant modes depict the bu�et cell structures convected towards the wing tip. Some ob-
served phenomena di�er from those reported in other studies in the literature and require further
investigation.

Preliminary results of the unsteady response at developed bu�et conditions of an oscillating
wing were presented and analyzed. The interaction between the prescribed motion excitation
and the bu�et �ow is dependent on the prescribed-motion amplitude. A lock-in mechanism
(similar to the one in 2D airfoils) was observed for large excitation amplitudes and excitation
frequency which was set to twice the bu�et frequency. Smaller prescribed-motion amplitudes
result in an unsteady response in both the bu�et and the excitation frequency. Future studies
will explore an extended excitation amplitude-frequency envelope applying the DMD method
to assess the e�ect of prescribed motion on the dominant �ow structures as observed for the
static wing.
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Abstract
Aeroelastic systems with non-smooth nonlinearities can exhibit a variety of rich dynamics that
are not commonly observed otherwise. Typical sources of non-smooth nonlinearities in aeroe-
lastic systems arise from either the structure possessing a freeplay or from the flow under-
going separation and typically giving rise to dynamic stall or a combination of both. Hitherto
literature has made a number of interesting observations in aeroelastic systems possessing non-
smooth nonlinearities, ranging from abrupt jump to a new attractor, period doubling and/or
chaos even below the linear flutter boundary, grazing-sliding genre of bifurcations, and even
intermittent time responses. Owing to the richness of the dynamics and its underlying physics,
and its hand-in-hand impact on the structural safety, investigating such nonlinear aeroelastic
systems has gained considerable interest amongst the aeroelastic community. However, one
observes that the treatment of aeroelastic systems have largely focused on a single source of
nonlinearity (either arising from freeplay or from dynamic stall), though coupled non-smooth
nonlinearities can give rise to richer dynamical signatures with perhaps deeper impact on the
structural safety. The present study is devoted to address this specific concern. To that effect,
a pitch-plunge aeroelastic system possessing a freeplay in pitch degree of freedom is consid-
ered. The dynamic stall arising due to large angles is captured using a nonlinear aerodynamic
formulation described through the semi-empirical Leishman Beddoes (LB) model. A system-
atic response analysis is carried out to discern the bifurcation characteristics as the flow speed
changes. The role of structural parameters, freeplay gap size, and the extent of pitch angle on
the bifurcation characteristics is systematically investigated. Finally, insights into the structural
safety are presented in light of the bifurcation analysis undertaken in this study.

Keyword: Dynamics Stall, Freeplay, Leishman Beddoes Model, Bifurcations

1 Introduction

Flexible aeroelastic structures when exposed to on-coming fluid loads results often in a highly
nonlinear flow-structure coupling (Fung, 2008). Such fluid-structure interactions, owing to the
presence of nonlinearities, have the potential to display phenomenologically rich dynamical sig-
natures - for example, sustained limit cycle oscillations (LCOs), chaotic oscillations, abrupt jump
to a new attractor, grazing bifurcations etc to name a few. A key aspect of this fluid-structure
interaction induced dynamical responses is its impact on the safety of the underlying aeroelastic
system. Indeed, sustained oscillations that arise due to the fluid-elastic coupling can lead to
structural failure due to accumulation of fatigue damage or due to overloading. Consequently,
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typical aeroelastic studies resorts to a systematic bifurcation analysis of the aeroelastic system
as a first step towards design of the same (Lee et al., 1999; Q. Ding and D.-L Wang, 2006; D.
Poirel and S.J. Price, 2007).

However, carrying out a bifurcation analysis of aeroelastic systems is not a trivial exercise.
The ubiquitous presence of a variety of nonlinearities pose challenge in identifying and modeling
the same (Lee et al., 1999). Indeed, aeroelastic systems can possess nonlinearities that arise
either from the flow (Fragiskatos, 2000; S.S. Bhat and R.N. Govardhan, 2013; H Devathi and
S. Sarkar, 2016) or from the structure (Haunstein et al., 1992; B. Lee and L. Jiang, 1999)
or a combination of both (D. Tang and E. Dowell, 1992). Further, the nature of nonlinearity
can be either continuous or discontinuous or a combination of both . Examples of the above
scenarios that has demanded attention from the aeroelastic community are as follows. Large
deformations can result in a cubic form (or a similar polynomial approximation) of the structural
stiffness - in turn giving rise to supercritical or subcritical type of Hopf bifurcation (Lee et al.,
1999). The presence of loose hinges or ageing parts in the structure can, however, give rise
to discontinuous forms of nonlinearities such as, freeplay (H Alighanbari, 1996). The presence
of freeplay in the structure can dramatically change the aeroelastic dynamics by shifting the
flutter limit (H Alighanbari, 1996), giving rise to chaotic responses in the pre-flutter responses
(Liu et al., 2002), chaotic transients in the response dynamics (Dai et al., 2014) and even give
rise to discontinuity induced bifurcations (DIB) (U Galvanetto et al., 2008).

Exceeding of the pitch angle over a critical limit (static stall angle), on the other hand, intro-
duces aerodynamic genre of nonlinearities. Marked by a complex series of events spanning from
flow separation to re-attachment, the airfoil undergoes a nonlinear aerodynamic phenomenon
called dynamic stall (McCroskey et al, 1976). Here as well, at a critical flow speed, the airfoil
loses stability and undergoes sustained LCOs marking the onset of stall flutter. Interestingly,
dynamic stall is characterized by a set of events that is discontinuously nonlinear, and therefore
capable of giving rise to DIB. Recent studies (Rajagopal et al., 2019) in the literature have
shown a variety of DIBs possible in an aeroelastic system undergoing dynamic stall.

A distinct feature of DIBs is the abrupt jump in the dynamics to a new attractor. Such
sharp changes often pose considerable impact on the structural safety of aeroelastic systems.
This problem becomes exacerbated when multiple sources of discontinuous nonlinearities are
present. Indeed, the presence of coupled nonlinearities can give rise to radically different dy-
namics (Lee et al, 2006) that are not observed otherwise. A practical example for such coupled
nonlinearities is the presence of freeplay in the stiffness of an airfoil, subjected to dynamic stall.
Here, both the structure and aerodynamics possess discontinuous nonlinearities. Such coupled
discontinuously nonlinear aeroelastic systems have received minimal attention in the hitherto
literature (Kalmar-Nagy et al., 2016). The present study is devoted towards addressing this
concern.

This study focuses on investigating the bifurcations in a pitch-plunge airfoil possessing
freeplay nonlinearity in pitch degree of freedom and subjected to dynamic stall. The nonlinear-
ity in the aerodynamics is captured by using a Leishman Beddoes (LB) formulation. For various
values of freeplay gap, and for different ranges of airfoil angle, response analysis is systemat-
ically carried out with respect to flow speed as a control parameter. The obtained responses
and bifurcation characteristics are corraborated in light of structural safety.

The rest of the paper is organized as follows. Section 2 presents the mathematical model
of the aeroelastic system and its associated aerodynamic forces. The salient findings obtained
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are presented in Section 3 along with relevant discussions. The key findings from this study are
summarized in Section 4.

2 Mathematical Modelling

2.1 Structural Model

A typical pitch-plunge airfoil is used in the present study; see Fig. 1. The airfoil is allowed
to move in vertical direction (plunge ξ) and rotate about its elastic axis (pitch α). The chord
length of the airfoil is denoted by c and the semi-chord b = c/2. The elastic axis is located at

Figure 1: Schematic of a pitch-plunge airfoil.

ahb from semi-chord and the center of gravity is located at xαb from elastic axis. The bending
and torsional springs (kξ and kα) are attached to the elastic axis along with dampers (cξ and
cα). The equations of motion in non-dimensional form can be written as (Fung 2008).

ξ′′ + xαα
′′ + 2ζξ

ω̄

U
ξ′ +

(
ω̄

U

)2

G (ξ) = − 1

πµ
CL(τ), (1)

xα
rα2

ξ′′ + α′′ + 2ζα
1

U
α′ +

(
1

U

)2

M(α) =
(0.5 + ah)

µπrα2
[CL(τ) cosα+ CD(τ) sinα] +

2

πµrα2
CM(τ).

(2)
Here, $ is the ratio of pitch and plunge natural frequencies, ζξ and ζα are the viscous damping
ratios of plunge and pitch respectively, U is the flow speed, µ represents the reduced mass and
rα is the radius of gyration computed about the elastic axis. G (ξ) and M(α) account for the
non dimensional stiffness in plunge and pitch and are functions of ξ and α respectively. The
function used to represent the non-smooth freeplay effects is given as

M(α) =





α + δ if α < −δ
0 if −δ ≤ α ≤ δ

α− δ if α > δ

(3)
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2.2 Leishman-Beddoes model (LB model)

The aerodynamical forces are modeled using the LB formulation. A brief description of the
same is provided. Interested readers are referred to (Rajagopal et al., 2019) for further details
on the modules of LB model. The LB model in its state space form is described in (Leishman
J.G and Beddoes T.S, 1989). The LB dynamic stall model is defined by a set of first order
ODEs,

x ′ = f (x , α̂, q). (4)

Where the α̂ is the effective pitch angle, q is the non-dimensional pitch rate and x =
[x1, x2, ...x12] are the twelve aerodynamic states. The aerodynamic co-efficients are given by,

Ci = gi(x , α̂, q) i = C ,N ,M , (5)

where, C ,N ,M are the chord, normal and moment respectively experienced by the airfoil.
The LB model uses a modified version of the Wagner’s function by taking into account the

free stream Mach number (M∞) and compressibility of the flow. The Wagner function has
two aerodynamic states but the LB model has 8 aerodynamic states under the attached flow
components due to contributions from the added mass effect and the compressibility of flow
(see Eq. 6).
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]
(6)

The Wagner function (φ(t)) was modified to account for the compressibility by defining

φC (t) = 1 − A1e
−b1β

2Ut
b − A2e

−b2β
2Ut

b . Here, β is the compressibility factor and is given by
β =

√
1−M2 (Dimitriadis, 2017). However, due to dependency of stall flutter onset on flow

separation, computing the trailing edge separation component becomes pertinent. The LB
model captures the same and is explained next.

The LB model accounts for the flow separation at trailing edge and the subsequent drop in
the lift force as well as the moment. The three state space variables x9 (delayed normal force),
x12 (dynamic trailing edge separation point) and x10 (delayed version of x12) are given by

x9
′ =

(CN)C + CN
I − x9

TP
(7)

x10
′ =

f
(

x9
CNα

,α
)
− x10

Tf
(8)

121



Second International Symposium on Flutter and its Application, 2020

5 10 15 20

α

-0.2

-0.1

0

0.1

C
m

Numerical

Experimental

0 5 10 15 20
-0.2

-0.1

0

0.1

Wagner

Leishman Beddoes Model

Figure 2: CM Variation of LB Model compared against experimental data provided in McCroskey
et al. (1976) (left image) and the aerodynamic load computed using the Wagner Model (right
image).

x12
′ =

f (α̂,α)− x12
0.63Tf 0

(9)

The aerodynamic forces associated with trailing edge separation component are given by
The Vortex shedding component describes the missing aerodynamic state x11 as the lift

produced by the leading edge vortices.

x11
′ =

{
cv
′ − x11

Tv
, if αcv ′ ≥ 0 and 0 < τv < 2Tvl

− x11
Tv

, otherwise
(10)

The coefficient of moment calculated from the LB model is validated against experimental
data found in McCroskey et al. (1976); see Fig. 2(a) and also compared with that obtained
using the Wagner model; see Fig. 2(b). Evidently, as the angle α increases, the LB model
captures the hysteresis rigorously and matches well with the experimental observations.

3 Results and Discussions

The governing equations of motions are solved using an adaptive Runge Kutta method in
MATLAB. The system parameters based on Liu et al. (2002) and are $ = 0.2, rα = 0.5,
µ = 100, xα = 0.25, and ah = −0.5. The representative value of freeplay gap considered in
this study, δ = 0.1. Throughout the findings are presented for either of these two freeplay
gaps, and with the airfoil undergoing dynamic stall. The initial conditions used throughout are
α(0) = 20◦, α′(0) = 0◦, ξ(0) = 0◦ and ξ′(0) = 0◦. The Mach number based parameters
used in this study correspond to a Mach number M = 0.3 and further details can be found in
(Rajagopal et al, 2019).

The initial pitch amplitude is deliberately taken as a high value so as to force the airfoil
into dynamic stall region. As the flow speed U is gently increased, one observes the response
exhibiting a decaying signature as shown in Fig. 3. Further increase in U results in interesting
dynamics as shown in Fig. 4. The aeroelastic response exhibits low amplitude LCOs as presented
in Fig. 4(a). It is worthwhile to note that the birth of LCO is perhaps not due to the effect of
dynamic stall. In other words, the LCOs perhaps do not represent a stall flutter onset. Rather,
the small amplitude LCOs can be attributed to the freeplay in the pitch stiffness. A visual
inspection of the phase space of the response trajectory substantiates this argument; see Fig.
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Figure 3: (a) Time response (b) Phase portrait of the system at U = 0.75.
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Figure 4: (a) Time response (b) Phase portrait (c) x9 v x10 plot at U = 0.8.
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Figure 5: (a) Time response (b) Phase portrait (c) FFT at U = 1.1 (before the transition) (d)
Time response (e) Phase portrait (f) FFT at U = 1.15.
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Figure 6: (a) Time response (b) Phase portrait (c) FFT at U = 2.
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Figure 7: (a) Time response (b) Phase portrait (c) FFT at U = 3.7 (d) Time response (e)
Phase portrait (f) FFT at U = 3.9.

4(b). The amplitudes of the response are bound around −0.1 to 0.1, and in turn coinciding
with the gap size of the freeplay. Further, tracking the flow separation variables, namely x9
and x10, as shown in Fig. 4(c), we observe that the flow is considerably attached to the airfoil
structure. It is to be remembered that x10 approaches unity for completely attached flows.

When U is increased further (U = 1.1), one observes the low amplitude LCOs to still persist;
see Figs. 5(a)-(c). As U approaches 1.15, the dynamical signature transitions into a period
doubling behavior; see Figs. 5(d)-(f). Note that the phase plot shows that the period addition
is formed along one of the freeplay boundary (here α ≈ −0.1). The trajectories associated
with the additional period appear to form a tangent to the discontinuous boundary and in turn
indicating a possible grazing type bifurcation occuring in the aeroelastic system (Vasconcellos
et al, 2014).

Next, as the flow speed is systematically increased, the response transitions from period
doubling behavior to chaotic behavior as shown in Fig. 6. Here as well, the bifurcations are
largely attributed to the presence of freeplay nonlinearity, than the aerodynamic nonlinearity.
A visual inspection of the flow behaviors via x9 and x10 plots reveals the same. The notion
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Figure 8: (a) Time response (b) Phase portrait (c) FFT at U = 5.9 where flow transitions back
into LCO response.

of period doubling route to chaos is typical in aeroelastic systems with freeplay nonlinearity
(Liu et al., 2002) and in the absence of flow separation, it is conjectured that the structural
nonlinearity dictates the present (low flow speed) bifurcation characteristics.

The next considerable change in the dynamics occurs at U = 3.75; see Fig. 7. The response
dynamics now transforms itself into a period doubling signature again. However, the phase plot
(Fig. 7(b)) shows the presence of the additional loop in tangent to the discontinuity boundary
and implying a possible grazing bifurcation in the system. Evidently, the flow is remaining
attached here as well (as observed from the x9 and x10 variations). At U = 3.9, the tangency
signature disappears and the response dynamics transforms itself into a single period oscillation;
see Fig. 7(d)-(f). The loss of tangency at the discontinuity boundary itself is an indicator of
grazing bifurcations in the underlying dynamical system (Vasconcellos et al., 2014).

It is worthwhile to note that it is presently unclear on whether the DIBs observed have no
contribution from the aerodynamic nonlinearity. Studies by (G. Dimitriadis and J. Li, 2009)
have shown that while aerodynamically dynamic stall is possible at lower flow speeds, stall
flutter occurs at higher flow speeds. However, in the present study, it would be premature to
comment on the same without rigorous analytical studies or experimental observations.

Once the flow speed reaches sufficiently high values, say, U = 5.9, sustained LCOs are
encountered again. However, the amplitudes of LCOs are considerably higher in comparison to
the ones observed at lower values of flow speed; see Fig. 8. An inspection of the x9 and x10
reveals a flow separation along with vortex shedding occurring and suggestive a stall induced
dynamics. Increasing U led to the development of high amplitude period doubling oscillations
as shown in Fig. 9.

Increasing U to 12.5 resulted in the dynamics resembling a period-3 signature; see Fig. 10.
Such period addition signatures are typical of systems possessing strong forms of discontinu-
ous nonlinearities - namely, freeplay in the structure and dynamic stall behavior via the flow
(Rajagopal et al., 2019). It would be interesting to track the dynamics for higher ranges of
flow speeds and is, however, beyond the scope of the present study. It appears that as the flow
speed increases, the aerodynamic nonlinearity (via dynamic stall) dictates the response dynam-
ics in comparison to the structural freeplay. However, without an ensemble of time responses or
analytical/experimental corroboration, attributing the dynamics to specific nonlinearities would
be premature.
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Figure 9: (a) Time response (b) Phase portrait (c) variation of x9 and x10 at U = 8.5. Flow
transitions into a high amplitude Period-3 oscillations.
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Figure 10: (a) Time response (b) Phase portrait (c) variation of x9 and x10 at U = 12.5. Flow
transitions from Period -3 into a Period-3 with harmonics.

4 Conclusions

The present study focused on investigating the response dynamics of a pitch-plunge airfoil pos-
sessing discontinuous nonlinearities in both structural and aerodynamic fronts. Accordingly, the
airfoil was considered under dynamic stall conditions and the pitch stiffness was assumed to
possess a freeplay nonlinearity. It was observed that at a low flow speed, a Hopf bifurcation
exists, followed by a period doubling cascade that ultimately led to chaotic oscillations. Such
signatures are typical of systems possessing freeplay nonlinearities. The effect of aerodynamic
nonlinearities, tracked using the flow specific state variables, seemed to have insignificant con-
tributions at lower flow speeds. Consequently, the amplitudes of oscillations at low flow speeds
were also observed to be small. As the flow speed increased, the effect of aerodynamic non-
linearity, marked by dynamic stall, becomes pronounced. Nevertheless, rigorous investigations
into the physics of the problem is necessary to obtain deeper insights into the dynamics. The
authors are presently investigating the same.
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Abstract

This paper describes that a new aeroelastic simulation code based on the unstructured CFD
solver is developed. Computations are performed for AGARD 445.6 wing model. The �utter
boundary predicted by the developed code are presented and compared with the experimental
data.

Keyword: Aeroelastic simulation, CFD

1 Introduction

Air tra�c in worldwide is predicted to increase considerably over the next decades. By 2034,
both air passenger tra�c and air freight tra�c are expected to more than double, compared
to 2016. Passenger tra�c is expected to reach over 14 trillion PRKs with a growth of 4.5
percent per annum, and freight will expand by 4.2 percent annually over the same time period,
to 466 billion FTKs (ICAO 2016). It is essential to establish technology to realize e�cient
and speedy development of Aircraft. JAXA has been promoting a research program to build a
multidisciplinary integrated simulation platform from 2018. This program is aimed at enabling
sophisticated look ahead designs that can be used with full �ight envelopes as well as cruise
conditions currently used in aircraft design. In this program, the development of simulation
technology and the acquisition of validation data on the following themes; (1) high/low speed
bu�et prediction, (2) �utter prediction, (3) outside aircraft and cabin noise prediction, (4) water
spray prediction, (5) control e�ectiveness and dynamic stability prediction and (6) Reynolds
number e�ects prediction.

JAXA has been developing a fast unstructured �ow solver FaSTAR (Hashimoto 2012).
FaSTAR solves the full Navier-Stokes equations using a cell-center �nite volume method.
The Harten-Lax-van Leer-Einfeldt-Wada (HLLEW) method (Burg 2005) used for numerical
�ux computations. The special accuracy is second order with the Unstructured Monotonic
Upstream-centered Scheme for Conservation Lows (U-MUSCL) method (Obayashi 1995). The
gradients are computed with GLSQ method (a hybrid method of Green-Gauss and Least-Square)
(Shima 2013) and Hishida's limiter (a Venkatakrishnan-like limiter that is complementary with
di�erence of neighboring cell size) (Hishida 2011). The viscous terms are evaluated by edge-
normal scheme. For time integration, the Lower/Upper Symmetric Gauss-Seidel (LU-SGS)
implicit method (Men'shov 1995) with a preconditioning method is used in order to avoid
the sti�ness problem associated with solving low Mach number �ows using compressible �ow
solvers. As for the turbulence mode, Spalart-Allmaras model (SA) (Spalart 1992) and Menter's
shear stress transport k-omega model (SST) (Menter 2003) can be used.
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In recent years, in order to meet the needs for �uid analysis around moving/deforming
body problems, FaSTAR-Move which is an overset unstructured CFD code has been developing
based on FaSTAR. The objectives of developing FaSTAR-Move are to enhanced the current CFD
capability for moving/deforming body problems and to establish basic technologies for aircraft
development. FaSTAR-Move uses the unstructured overset grids to compute a �uid �ow and
an equation of motion around complex geometries. Due to the implementation fo Alternating
Digital Tree (ADT) algorithm (Roget 2010) and the parallelization of the hole-cut process, the
computational time for the hole-cut process which was a critical problem in the overset process
could be shorten. FaSTAR-Move has been successfully applied to a store separation problem
and showd reasonable results. This paper presents the modi�cation of FaSTAR-Move for the
aeroelastic simulations and the results of validation.

2 Modi�cation for Aeroelastic Simulation

The aeroelastic equations are needed to solve the dynamic aeroelastic problems. The following
subroutines are added to FaSTAR-Move; (1) read the vibration characteristics, (2) calculate
pressures on the surfaces, (3) solve the aeroelastic equations, (4) move surface grids, (5) move
spatial grids. The subroutine (2) to (5) are used in each time step. The governing aeroelastic
equations of motion are solved using modal approach. These equations of motion are derived
by assuming that the deformation of the body under consideration can be described by a
separation of variables involving the summation of free vibration modes weighted by generalized
displacements. The time integration of the governing equations is employed the Wilson's theta
method.

The non-dimensional form of aeroelastic equations for modal method is as follows:

q̈i + 2ξiki q̇i + k2
i qi =

l30Q∞
mia2∞

∫∫

S

(∆Cp + Cf )nΦidS (1)

which qi is generalized coordinates, ξi is structural damping, k is reduced frequencies, l0 is
reference length, Q∞ is dynamic pressure, mi is generalized mass, a∞ is sound of speed, n is
unit vector, Φi is eigenvectors, i is mode number.

When the above equations are solved, new body surface grid points are determined.

~X new

S = ~X 0
S +

mode∑

i=1

qiΦi (2)

The spacial grid points are determined by inverse distance weighted interpolation.

~X new = ~X 0 + w∆~XS (3)

which ~X , ∆~XS and w are non deformed grid points, moving distance of nearest grid points
on body surface and weighted function determined according to the distance from the body
surface, respectively.
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3 Results

3.1 AGARD 445.6

AGARD 445.6 wing model (Yates 1989) is used for the validation of modi�ed FaSTAR-Move.
This wing model is widely applied to validate the �utter prediction. This wing is a semispan
model made of the NACA65A004 airfoil that has a quarter-chord sweep angle of 45 degree, a
panel aspect ratio of 1.65, and a taper ratio of 0.66. It was tested in the Transonic Dynamic
Tunnel at NASA Langley Research Center. Figure 1 shows the surface grid which is gener-
ated using HexaGrid (Hashimoto 2010). The number of grid points of around wing grid and
background grid are 1.2 million and 3.4 million.

Figure 1: Computational grid around AGARD 445.6 wing model

The mode shapes are interpolated to the surface grid using Thin Plate Spline method (Smith
2013) from FEM model. The interpolated surface grids are shown in Figure 2. Up to 10th mode
were used for aeroelastic simulations. Figure 3 shows the results of �utter simulation at Mach
number 0.678. The damping ratio is calculated from these results and the �utter boundary is
determined. Figure 4 shows the comparison of simulated and experimental �utter boundary.
The results of the predicted �utter boundary agree well with the wind tunnel experimental
results.

Figure 2: Vibration characteristics of AGARD 445.6 wing model
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Figure 3: Time history of generalized modal displacement

Figure 4: Flutter boundary of AGARD 445.6 wing model

4 Concluding Remarks

A new aeroelastic simulation code based on FaSTAR-Move is developed and validated using
AGARD 445.6 wing model. The results of the predicted �utter boundary of AGARD 445.6
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agree well with the wind tunnel experimental results. For future, the unsteady aerodynamics
will be validated using the results of Aeroelastic Prediction Workshop and other experimental
results.
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In the past it has been shown that the laminar aerofoil CAST 10-2 exhibits a strong 

nonlinear behaviour in its steady and unsteady aerodynamics in the transonic flow regime, 

which can be associated with the motion of the laminar to turbulent boundary-layer transition1. 

Free transition leads to a decrease of the aeroelastic stability limit compared to the same case 

with a fully turbulent boundary layer flow2. In addition, manifestations of various flutter 

phenomena could be observed. Among other things, the aeroelastic behaviour of the CAST 

10-2 aerofoil is composed of single degree of freedom flutter cases, limit cycle oscillations, 

subcritical bifurcations and hystereses3. Those phenomena can be attributed to a complex 

unsteady shock-boundary layer interaction4, as it is shown in Fig. 1. 

Previous extensive investigations on the NLR7301 aerofoil showed comparable nonlinear 

effects5. In a recent transonic wind-tunnel flutter test with the NLR7301 aerofoil model, the 

aeroelastic behaviour was investigated with a focus on the influence of the laminar to 

turbulent boundary-layer transition. Recent results of the flutter test will be presented and 

discussed. 
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[5] Schewe, G., Mai, H., Dietz, G. (2003). Nonlinear effects in transonic flutter with emphasis on 

manifestations of limit cycle oscillations. Journal of Fluids and Structures, 18, 3-22. 

Figure 1: Shock-boundary interaction on the CAST 10-2 aerofoil during limit cycle oscillation4. 
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Abstract  

This paper studies the designs of the corrugated morphing wings with spanwise continuous 

camber change. A three-dimensional static aeroelastic analysis method with drag 

estimation is developed using vortex lattice method, two dimensional CFD and finite 

element method. Aeroelastic analyses with this method are conducted with various design 

parameters such as corrugation angles, the number of actuation mechanisms and their 

location. While the corrugation angle is not effective to drag reduction, the number of 

actuation systems is proved to have a great influence on the deformation or drag 

characteristics of the wing. It is also revealed that to change the actuation location enables 

further drag reduction. Considering the drag performance and necessary actuation force, 

the suitable design of the corrugated morphing wing is suggested. 

Keyword: morphing wing, static aeroelasticity, corrugated structures 

 Introduction  

Wing morphing technologies have been attracting much attention from researchers as the 

technologies to be implemented in the next-generation aircrafts. Modern aircrafts use stiff 

structures made of metals or composites and have high lift devices or control surfaces on 

their wings (Weisshaar, 2013). However, there are edges or gaps on the surfaces of the 

wings when they are actuated, which leads to the increase of drags or noises. Seamless 

and adaptive change of wing shapes not only improves the aerodynamic properties, but 

also reduce the weight and noises (Barbarino et al., 2013). Morphing technologies are 

expected to contribute to environmentally friendly flights. 

The structures of morphing wings are required to be flexible to easily deform and to be 

stiff enough to carry the loads. As candidate materials to meet these requirements, 

corrugated structures were proposed (Yokozeki et al., 2006). Prototypes were 

manufactured using carbon fiber reinforced plastics and tested in the wind tunnel. The 

experiments proved that the morphing could be achieved even under air flow, and that the 

morphing concept is feasible (Yokozeki et al., 2014; Takahashi et al., 2016). 

Previous researches confirmed the feasibility of corrugated morphing wings as 

camber morphing wings, but they assumed that the cross sections are constant along the 

span. Morphing in spanwise direction could also improve the aerodynamic performances in 

terms of induced drags or bending root moments. Variable Camber Continuous Trailing 

Edge Flap (VCCTEF) system is one of the concepts for spanwise wing morphing (Nguyen 

et al., 2015). In VCCTEF system, multiple flaps are implemented along the span and the 

gaps between flaps are filled by flexible materials. Bend-twist coupling structures were also 
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suggested to fill the gaps between morphing flaps, which showed higher aerodynamic 

performances than those without the transition structures (Woods et al., 2016). 

The design tools are also very important in the development of the morphing wings. 

Because many concepts of morphing wings use flexible structures or materials, structural 

dynamics and aerodynamics should be considered at the same time. In addition to this, 

studies related to morphing wings are still in the early stage and need to conduct lots of 

analyses. The computational cost is also one of the important elements for the design tools. 

A two dimensional aero-structural design tool was developed, where a two-dimensional 

flexible beam model and a panel method (XFOIL) were combined (Sato et al., 2017). 

Regarding three dimensional aeroelastic framework, Tsushima et al. (2019) developed a 

framework combining corotational shell finite element methods and unsteady vortex lattice 

method. However, a light three dimensional aeroelastic analysis tool which can estimate 

drag performance remains to be developed. 

This paper focuses on morphing wings with corrugated structures and analyses their 

performance as morphing wings with continuous trailing edge deformations. A static 

aeroelastic model using vortex lattice method for aerodynamic simulations and finite 

element methods for structural simulations is constructed. A two-dimensional CFD code 

UTCart is used to create a database for the estimation of parasite drag. Changing the 

design parameters such as the corrugation angle (described in Section 2.3), the number 

actuation mechanisms and their location, the suitable designs of corrugated morphing 

wings are investigated. 

 Aeroelastic model  

 Aerodynamic model 

Different fidelity of aerodynamic analysis tools can be used to calculate the 3D aerodynamic 

performances: CFD, vortex lattice method (VLM), panel method and others. Users should 

choose an appropriate fidelity of solvers with the consideration of computational costs. In 

this paper, many cases of aerodynamic analyses will be performed, and therefore an 

aerodynamic solver based on VLM is chosen. 

An open aerodynamic analysis solver Athena Vortex Lattice (AVL) developed by Drela 

and Youngren is implemented in the aerodynamic model. In this solver, multiple chordwise 

and spanwise flat panels are created and the strength of the vortex on each panel is 

calculated. The model for AVL is shown in Fig. 1. Regarding the modelling, the entire half 

wing is modelled, and the other half wing is considered in the mirrored shape. 

Because this paper deals with the deformation of corrugated morphing wings, the 

deformed camber data from the structural analysis are needed to be input. Airfoil coordinate 

data at each station are prepared after the structural analysis and the airfoil data are read 

when the aerodynamic analysis starts. 

VLM can only calculate the induced drag and it cannot estimate the parasite drag. In 

order to calculate this drag, a two-dimensional CFD code UTCart (Imamura et al., 2017; 

Tamaki et al., 2017) is utilized. The parasite drag is estimated in the following way. Before 

aeroelastic analyses, a database to calculate the parasite drag is prepared. Two 

dimensional aerodynamic analyses are performed for the airfoils whose deflection angles 

are -1 to 10 deg (every 1 deg) with several angles of attacks, and the results are 

interpolated using a radial basis function interpolation using the quintic function. After each 

aeroelastic analysis, the parasite drag components for the airfoils at each station are 

calculated using the database, and the parasite drag coefficient is obtained by integrating 
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them along the span. 

 Structural model 

This paper uses a commercial nonlinear finite element analysis software MSC. Marc 

2017.1.0 in the structural analyses. Full models of corrugated structures with shell elements 

need much computational time, and therefore this paper treat corrugated structures as 

plates with equivalent stiffness. 8-node shell elements are used to model the homogenized 

plates. 

In the structural model, only the morphing region is modelled, and the main wing 

region is treated as rigid. Regarding the displacement boundary conditions, the nodes in 

the leading-edge side are all fixed. This simulates the attachment of the morphing region to 

the main wing region. In terms of the load boundary conditions, two conditions are applied. 

One is to simulate the actuation loads with wires. Details are explained in Section 2.4. The 

other is to simulate the aerodynamic forces. The pressures calculated by AVL are applied to 

each element. 

 Corrugated Structure 

A homogenization method for corrugations proposed by previous researches are used (Xia 

et al, 2012; Mohammadi et al, 2015). By neglecting the extension-bending coupling 

stiffness terms, the constitutive equations are written as  
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where N, M, Q are the resultant stress, resultant moment, shear force respectively, and ε, γ, 

κ are the in-plane strain, transverse shear strain, curvature respectively. The overlines 

Figure 1: The models in the aerodynamic and structural analysis 

 

137



Second International Symposium on Flutter and its Application, 2020 

 

mean that the values are homogenized ones. Each element in the stiffness matrices can be 

calculated from the material properties and geometric parameters of corrugation. 

The variations of the stiffness can have influences on the deformations of the wings. In 

this paper, the corrugation angle is considered as a design parameter; this angle is defined 

as the angle between the spanwise direction of the wing and the stiff direction of the 

corrugation (see Fig. 2). This angle produces an apparent bend-twist coupling effect, which 

changes the deformation of the wing or the necessary actuation energy. In the structural 

analysis, the effect of the corrugation angle is considered by rotating the stiffness matrices 

by the corrugation angle. 

 Actuation Mechanism 

The actuation mechanism is one of the important elements in the design of morphing wings. 

In this paper, a plain actuation system with wires and servomotors are employed. As 

mentioned above, this type of actuation mechanism is verified to be feasible in the previous 

researches (Yokozeki et al., 2014; Takahashi et al., 2016). One end of the wire is attached 

to the corrugation with an offset from the center line. The actuation can be modelled with 

three forces: the x and z component of the wire tension force and the moment around the y 

axis because of the offset. The magnitude of the applied force is controlled in the structural 

analysis to realize the target deflection angle at the target node, which are defined at the 

Figure 3: Actuation system with wires 

 

Figure 2: Corrugated structures: the coordinate for corrugations (left) and the 

definition of corrugation angle (right) 
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beginning of the analysis by the user. This actuation model is summarized in Fig. 3. 

 Coupling Procedure for Static Aeroelastic Analysis 

The aerodynamic and structural models are described above. The aeroelastic analysis in 

this research is conducted by carrying out aerodynamic and structural analyses alternately. 

The coupling procedure is as following: First carry out a structural analysis without 

aerodynamic forces. Next, carry out an aerodynamic analysis and a structural analysis with 

aerodynamic forces again. Check the convergence of the deformation of the wing and 

repeat each analysis alternately until it is obtained. Finally carry out an aerodynamic 

analysis again to calculate aerodynamic properties of the converged wing configuration. At 

this step, the parasite drag component is also calculated from the database obtained by 

two-dimentional UTCart. The procedure is summarized in Fig. 4. 

 Drag Reduction 

 Target Aircraft 

This paper deals with an aircraft whose specifications are listed in Tab. 1. The morphing 

region is after 65% chord length. Near the trailing edge, the thickness of the airfoil is very 

thin, and it is difficult to manufacture corrugations with such small heights. Therefore, the 

region where corrugations are inserted ends at 93% chord length, and after that, only the 

stiffness of skins are considered. To note, in the region where corrugations are inserted, the 

stiffness of skins are neglected. The Young’s modulus and Poisson’s ratio of the material 

are 74.0 GPa and 0.34, respectively. The radius of corrugations is 3.5 mm and the 

thickness of the material is 0.5 mm. 

 

 

 

Figure 4: Coupling procedure for static aeroelastic analysis 
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 Solver Setting 

The static aeroelastic analysis tool describe in Section 2 is utilized. For VLM simulations, 

aerodynamic models are meshed into 20 and 40 panels in the chordwise and spanwise 

direction in the non-morphing region, and 10 and 40 respectively in the morphing region. In 

the analyses by UTCart to obtain the database for parasite drag, the setting listed in Tab. 2 

is used. The fluid cell number is about 110,000 for each case. For FEM simulation, a 

structural model is meshed into 5 and 20 elements. 

 Single Actuation near the Root 

Here, the node which is located 60 mm (corresponds to the spanwise length of one element, 

or 5% of the semi-span length) inside from the root and 21 mm (corresponds to the 

chordwise length of one element) forward from the trailing edge is selected as the actuation 

node, and the deflection angle at the root is controlled by the actuation method described in 

Section 2.4. 

The corrugation angles and deflection angles are selected as parameters, and the 

ranges for the two parameters are 0 to 10 deg and 1 to 10 deg, respectively. The both 

parameters are changed by 1 degree and 110 analysis cases are created in total. For each 

parameter setting, the static aeroelastic analysis is conducted and the deformation shapes 

and aerodynamic performances are calculated. The analysis results obtained are 

interpolated using the radial basis function interpolation. The function used is  

 ( ) ( )
2

/ 1r r = +  (3) 

where ϵ is a tuning parameter and the value is determined by error evaluation processes 

using the analysis results with random 20 parameter settings. 

The response surfaces are shown in Fig. 5. The direct analysis results at 110 analysis 

sets are also plotted in the same figures. It can be observed that the response surfaces 

capture the trends of the responses to the parameter changes precisely. Using these 

response surfaces, the optimum parameter set for drag reduction is investigated. The 

optimization is performed to minimize the induced drag coefficient or the drag coefficient. 

Base Airfoil 
Span 

[mm] 

Chord 

[mm] 

Morphing 

Region 

Flight Velocity 

[m/s] 
Lift Coefficient 

NACA0012 2400 300 65%c~ 20 0.3 

Governing equation RANS equation 

Minimum cell size 0.0002 

Convection scheme SLAU scheme 

Time integration LU-SGS 

Spatial discretization Cell-centered finite volume method 

Turbulence model SA-noft2 + SA based wall function 

Table 2: Computational conditions for UTCart 

Table 1: Specifications of the target aircraft 
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The solver used is GlobalSearch from MATLAB. The optimization shows the following 

parameter sets are best to reduce the induced drag or the total drag. 
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From there results, it can be said that the corrugation angle contributes to the reduction of 

the actuation forces, while it does not so much to the reduction of the drag. The lift 

distributions and vertical displacement distributions are shown in Fig. 6. In the case of the 

minimization of the total drag, the lift distribution is not so close to the elliptic lift distribution, 

which is theoretically optimum to reduce the induced drag, as in the case of the 

minimization of the induced drag alone. Regarding the deformation, the deflection at the 

root is larger when the total drag is minimized than when the induced drag alone is 

minimized. This result suggests that to reduce the total drag, the lift should be kept by the 

larger deflection angles and a smaller angle of attack than those necessary to minimize the 

induced drag alone. In the case of the minimization of the drag coefficient, 0.8% drag 

reduction is obtained by this morphing compared to the no-morphing case. 

 

 

 

 

Figure 5: Response surface: drag coefficient (left) and wire tension (right) 

 

Figure 6: Lift distributions and vertical displacement distributions of the optimum cases 
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 Double Actuations 

In this subsection, the number of the actuation systems is increased from one to two. 

Considering the results in Section 3.3, the corrugation angle is set 0 degrees. The two 

actuation systems are located at 5% semi-span length (near root) and 95% semi-span 

length, and the magnitudes of the actuation forces are calculated referring to the deflection 

angles at the root root  and those at the tip tip , respectively. 

Here, a constraint that root  is always equal to or larger than tip  is applied. The 

difference between the two angles is denoted by  . The analysis cases summarized in 

Tab. 3 are performed. Among the cases, the best actuation method in terms of drag is  

 ( )25 , 3 ,root tip     == =  

In this case, the drag coefficient is 0.017969 and 2.1% of drag reduction is achieved. It is 

revealed that the increase of actuation systems enables further drag reduction compared to 

the cases with single actuation system. On the other hand, the lift distribution and vertical 

displacement distribution of the case are shown in Fig. 7. It can be seen that the middle 

region does not deform so much as the root or tip, where the actuation mechanisms are 

installed. This phenomenon implies that the locations of actuation systems have great 

influences on the entire deformation of the morphing wing and further control of deformation 

shapes could be achieved by changing the actuation locations. 

Next, the influences of actuation locations on the total deformation are investigated. 

Here, the actuation location near the root (5% semi-span length) is fixed, and the actuation 

location near the tip (95% semi-span length) is changed from 60% semi-span length to 95% 

semi-span length by 5% semi-span length. Here the analysis case is named after the 

actuation locations. For example, the case in Fig. 7 is named as “R05T95”. 

The deformation shapes are shown in Fig. 8. This shows that the deformation shapes 

of the entire wings can be controlled by changing the actuation locations. The drag 

tip  1 ~ 5 deg (every 1 deg) 

  0 ~ 5 deg (every 1 deg) 

Table 3: Analysis cases with double actuations 

Figure 7: Lift distribution and vertical displacement distribution of the optimum case with 

double actuation systems 
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coefficients and wire tensions for each case are shown in Fig. 9. Note that the red square 

corresponds to the no-morphing configuration, and black circles are obtained using the 

response surfaces in Section 3.3. The drag is reduced as the tip-side actuation location is 

moved towards the root. In the case R05T60, the drag coefficient is 3.0% reduced 

compared to the no-morphing case. On the other hand, as the entire deformation becomes 

larger, the necessary actuation forces increase. In terms of the effectiveness of actuation 

forces against drag reduction, the case R05T80 is the most effective design point with this 

actuation method. 

 Conclusion 

This paper focused on the design of corrugated morphing wings for continuous 

trailing-edge deflections. Three dimensional static aeroelastic analysis tool where VLM and 

FEM are combined was developed. a two-dimensional CFD solver UTCart was also utilized 

to obtain the database to estimate parasite drag. Parametric studies were conducted with 

varying corrugation angles and root deflection angles with single actuation mechanism near 

the root. The results showed that the corrugation angle has influences on reducing the 

necessary actuation forces, while the parameter is not effective on the reduction of the drag. 

The analyses with double actuation systems are also performed and it is shown that 

morphing with two actuation systems can further improve the drag performance of the wing. 

Figure 8: Deformation shapes of the trailing edge for various actuation locations 

 

Figure 9: Drag coefficients and wire tensions  
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The actuation location is also proved to be an important design parameter and the best 

design point considering the drag performance and the necessary actuation force is 

suggested.  
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elastic wing

Todd M. Currier1, Xavier Amandolese2,3 and Yahya Modarres-Sadeghi1

1 University of Massachusetts, Amherst ,United States, tcurrier@umass.edu
2 LMSSC, Conservatoire National des Arts et Métiers, Paris ,France
3 LadHyX, Ecole Polytechnique, Palaiseau, France

Keyword: stall flutter, elastic wing, wind tunnel, continuous model

A highly flexible continuous wing model has been built to study either coupled-mode flutter
or stall flutter in a wind tunnel. This model utilizes a composite cantilever beam arrangement
that provides the bending and torsional stiffness, cladding segments representing a NACA0012
geometry and an added slender body allowing for the control of the ratio of the torsional and
flapwise natural frequencies (Fig. 1a). In the present paper we will focus on a series of stall
flutter experiments, tracking the motion of the tip of the wing to capture post-critical oscillation
modes (Fig. 1b). A bifurcation diagram showing the evolution of the tip LCO amplitude in
torsion versus the wind velocity is shown in (Fig. 1c). Following the work of Tang Dowel1, the
associated nonlinear post-critical behavior, due to both dynamic stall and static deflection, will
also be studied using a continuous model including the ONERA dynamic stall formulation2 for
the unsteady aerodynamics.
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Figure 1: The flexible continuous wing model (a); an example of the trajectory of the tip of
the wing (b); tip LCO amplitude in pitch versus wind velocity (c).

1 Tang, D., & Dowell, E. (2001). Experimental and theoretical study on aeroelastic response of high
aspect-ratio wings. AIAA Journal, 39, 1430-1441.
2 Tran, C. T., Petot, D. (1981). Semi-Empirical Model for the Dynamic Stall of Airfoils in View to
the Application to the Calculation of Responses of a Helicopter Blade in Forward Flight. Vertica, 5(1),
35-53.
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Abstract  

This paper describes the AIRBUS Defence and Space (AIRBUS-DS) methods for 

predicting flutter with high-fidelity unsteady Computational Fluid Dynamics (CFD), using a 

partitioned approach with MSC.Nastran as Computational Structural Mechanics (CSM) 

code, ANSYS-Fluent as CFD code, and AIRBUS-DS in-house DYNRESP software as 

dynamic solver. The methodology is applied to aircraft empennages with T-tail configuration, 

where the standard Doublet-Lattice Method (DLM) exhibits certain inherent limitations 

because of non-included effects. These limitations have been successfully overcome in the 

past by using the so-called augmented DLM, a procedure that AIRBUS-DS developed to 

support Heavy Military Transport aircraft certification. This paper is focused on using a T-tail 

configuration with experimental flutter-related data as test case for assessing the capability 

of the CFD-based codes on predicting such complex unsteady aerodynamic effects. 

Keyword: Flutter, Aircraft Certification, T-Tail, CFD 

1  Introduction to CFD-based unsteady aerodynamics to solve T-tail flutter 

The classical aerodynamic methods used in aeroelastic applications are based on 

linearized potential theories. One of these methods, the Doublet-Lattice Method (Albano 

and Rodden, 1969) is still a reference in aeroelastic analyses at an industrial environment, 

both for flutter clearance and gust response. The benefits of the method justify this 

long-time success: it is fast and robust, easy to implement and permits to perform a wide 

range of parametric sensitivity analyses. In addition, it has to be maintained to support 

legacy products and is widely accepted by the Airworthiness Authorities.  

Classical aerodynamic methods, however, have some limitations. The limit imposed by 

transonic flow for linear potential theories is especially relevant. When transonic effects 

appear, the aerodynamic behavior becomes inherently nonlinear. The presence of mixed 

subsonic and supersonic flow regions, with physically complex phenomena such as shock 

waves moving and interacting with the boundary layer, plays a fundamental role in 

transonic aeroelastic phenomena (Bendiksen, 2011).  

Another limitation of the standard Doublet-Lattice Method concerns T-tail type aircraft 

empennages. Among the list of particularities of T-tail flutter (Murua et al., 2014), the steady 

loading and in-plane dynamics of the horizontal tail-plane are of special relevance. The 

dynamics caused by the interaction of these effects, not included in the standard DLM 

method, can be described according to Jennings and Berry (1977): 

 The motion in roll of the horizontal tail-plane (HTP) rotates the line of action of the 

vertical steady force distribution 𝑙(𝑦) an angle 𝜙(𝑡) and, therefore, produces a 
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side component of the force, Δ𝑓𝑦 (see Fig. 1(a)). 

 The in-plane motion of the horizontal tail-plane has a double effect on incremental 

aerodynamic forces: first, the motion in yaw 𝜓(𝑡), caused by fin torsion, and lateral 

𝜂𝑦, caused by fin bending, produces an additional distribution of lift due to the 

variation of steady lift with sideslip angle 𝜕𝑙(𝑦)/𝜕𝛽  (see Fig. 1(b1) and Fig. 1(b2)); 

second, symmetric and antisymmetric chordwise motion modifies the relative 

airspeed and thus the dynamic pressure (see Fig. 1(c1) and Fig. 1(c2)). 

 

a) Horizontal tail-plane roll 

 

 

b1) Yawing motion 

 

b2) Sideslip motion 

 

c1) Symmetric Fore-Aft 

 

c2) Antisymmetric Fore-Aft 

Δ𝑓𝑦(𝑦, 𝑡) = −𝑙(𝑦)𝜙(𝑡) Δ𝑓𝑧(𝑦, 𝑡) =
𝜕𝑙(𝑦)

𝜕𝛽
(𝜓(𝑡) +

�̇�𝑦

𝑉∞
(𝑡)) Δ𝑓𝑧(𝑦, 𝑡) = −2𝑙(𝑦)

�̇�𝑥(𝑡) − 𝑦�̇�(𝑡)

𝑉∞
 

Figure 1: In-plane dynamic effects of the horizontal tail-plane in T-tail configurations 

Different methodologies based on potential-flow have been developed to overcome these 

natural limitations of the standard Doublet-Lattice Method. Murua et al. (2014) describe in 

detail some of these methods. In particular, the addition of supplementary T-tail effects as 

additional terms to the Doublet-Lattice Method aerodynamics was successfully applied to 

the case of Heavy Military Transport aircraft (Fig. 2), where T-Tail effects were measured in 

flight using tests from a wake-vortex encounter campaign. 

 

Figure 2: Heavy Military Transport aircraft views and dimensions 
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These previous considerations reveal the T-tail as an appropriate test case to explore the 

advantages of novel advanced-aerodynamics computational codes. In fact, the objective of 

this paper is to demonstrate that flutter calculations based on high-fidelity Computational 

Fluid Dynamics (CFD) can capture accurately T-tail effects by default without the need of 

any special treatment. To this end, Section 2 describes the methodologies and tools 

developed by AIRBUS-DS to integrate CFD in aeroelastic calculations. Section 3 includes a 

description of the aeroelastic T-tail model presented in van Zyl and Mathews (2011), and 

compares the experimental flutter speed with the results obtained using the augmented 

Doublet-Lattice Method and unsteady CFD aerodynamics. 

2  AIRBUS-DS flutter procedures based on unsteady CFD aerodynamics 

2.1  Introduction to the two procedures: Uncoupled and Coupled analyses.  

The aeroelastic framework developed by AIRBUS-DS to integrate unsteady CFD 

aerodynamics is based on the partitioned approach to solve Fluid Structure Interaction 

(FSI) problems. In partitioned analyses, each discipline, structure and aerodynamics, is 

computed individually using specific methods widely tested and validated: 

 The structure is modelled using the Finite Element Method (FEM) technique as 

Computational Structural Mechanics (CSM) code implemented in MSC.Nastran to 

obtain the normal modes of the aircraft. 

 The unsteady aerodynamic flow is solved by the Euler and Navier-Stokes 

Computational Fluid Dynamic (CFD) code ANSYS-FLUENT.  

 The CSM and the CFD codes are coupled in the frequency- or time-domain with 

DYNRESP software (Karpel, 2019a). 

Since structural and aerodynamic meshes are usually dissimilar, the transference of 

information between these disciplines is a key aspect in partitioned FSI methods. The 

displacements are interpolated from Finite Element grids to the aerodynamic surface grids 

by the equation: 

{𝑥𝑘} = [𝐺𝑘𝑔]{𝑥𝑔}, (1) 

where {𝑥𝑘}  is the vector with displacements in the aerodynamic vertices; {𝑥𝑔},  the 

displacements at the structural Degrees-Of-Freedom and [𝐺𝑘𝑔], the interpolation matrix. 

The interpolation options need to be selective by aircraft component (fuselage, wing, 

empennage, engines, etc.) and a special treatment to maintain the continuity and 

smoothness of the mesh in the interface of different component surfaces is required. 

Aeroservoelastic response and stability analyses can be solved using uncoupled and 

coupled schemes. In the case of uncoupled analyses, the linear unsteady aerodynamic 

forces are obtained by a CFD simulation forcing a prescribed structural motion according to 

a mode shape. The unsteady forces are then post-processed to obtain generalized 

aerodynamic forces (GAFs) in the frequency domain, which are the input to linear flutter 

methods. These analyses are also called one-way because the information is exclusively 

transferred from the structural side to the aerodynamic solver (see the solution flowchart in 

Fig. 3). On the contrary, in coupled analyses the structural and aerodynamic solvers 

interchange information in every time step to compute the time response of the aircraft to 

an initial excitation (see Fig. 4). Since the aerodynamic forces computed are not linearized, 

these simulations can retain aerodynamic non-linearities. The initial excitation is applied as 

a one-minus-cosine generalized force to excite a specific range of frequencies. 
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Figure 3. Uncoupled Fluid-Structure Interaction scheme flowchart 

 

Figure 4. Coupled Fluid-Structure Interaction scheme flowchart 

The following sections present each solution method in detail. 

2.2  Uncoupled analysis: Generalized aerodynamic matrices  

The procedure for calculating the generalized aerodynamic matrices (also known as [𝑄ℎℎ]) 

using unsteady aerodynamics based on CFD is (see Fig. 3): 

1. The flutter equation is solved using the classical aeroelastic model with 

Doublet-Lattice aerodynamics. The flutter mechanism to be studied is isolated to 

select the relevant normal modes and range of reduced frequencies, 𝑘 = 𝜔𝐿/2𝑈∞, 
where 𝜔 is the natural frequency in [rad/s], 𝐿 is a reference length (typically the 

mean aerodynamic chord), and 𝑈∞ is the flight speed. 

2. For each normal mode 𝑗 and reduced frequencies 𝑘 selected in the previous step, 

a prescribed harmonic motion is imposed to the structure: 

{𝜉(𝑡)}𝑗 = [0…0 1 0…0]𝑇 sin(𝜔𝑡), (2) 

where 𝜉 is the vector with the generalized coordinates. The structure is deformed 

thru the relation {𝑥𝑔}
𝑗
= [𝛷𝑔𝑔]{𝜉}𝑗, where {𝑥𝑔}

𝑗
 is a vector with the Finite Element 

structural grids displacements and [𝛷𝑔𝑔] is a matrix with the normal modes as 

columns. The natural frequency is given by the relation 𝜔 =
2𝑘𝑈∞

𝐿
. 
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3. The structural displacements are interpolated into the aerodynamic surface mesh: 

{𝑥𝑘(𝑡)}𝑗 = [𝐺𝑘𝑔][Φ𝑔𝑔]{𝜉(𝑡)}𝑗. (3) 

4. The aerodynamic solver updates the fluid volume and calculates the unsteady 

pressure distribution at the wet surface at each time step. Typically, the simulation 

converges after a total of three periods. 

5. When the simulation is completed, the forces are projected onto all the normal 

modes (sub-index 𝑖) to compute the time-histories of the generalized aerodynamic 

forces (GAFs): 

𝑄𝑖𝑗(𝑡) =
1

1
2

𝜌𝑈∞ 
∑[𝑝𝑐𝐴𝑐{𝑛𝑐}]𝑗

𝑇{𝜙𝑐}𝑖

𝑁𝑐

𝑐=1

, (4) 

where 𝑝𝑐  is the pressure, 𝐴𝑐 , the area, {𝑛𝑐}, the unitary normal vector of the 

aerodynamic face (moving according to normal mode 𝑗) and {𝜙𝑐}𝑖 , the modal 

displacements in normal mode 𝑖. The sub-index 𝑐 indicates the centroid of the face. 

6. The Fast Fourier Transform is performed to the last period of the time-domain GAFs 

to calculate the frequency-domain GAFs: 

𝑄𝑖𝑗(𝜔) = FFT (𝑄𝑖𝑗(𝑡)). (5) 

7. When all modes and reduced frequencies are calculated, the generalized 

aerodynamic matrix [𝑄ℎℎ] is assembled with the columns computed: 

𝑄ℎℎ(𝑘,𝑀∞) =

[
 
 
 
… ⋯ 𝑄1𝑗 ⋯ …

… ⋯ 𝑄2𝑗 ⋯ …

… ⋯ ⋮ ⋯ …
… ⋯ 𝑄𝑛𝑗 ⋯ …]

 
 
 

. (6) 

8. The flutter equation is solved using the aerodynamic matrix [𝑄ℎℎ] obtained with 

unsteady CFD aerodynamics. 

While the linear generalized aerodynamic forces [𝑄ℎℎ] depend exclusively on the Mach 

number 𝑀∞ and the reduced frequency 𝑘, the CFD simulations are based on physical 

variables: flight speed 𝑈∞, frequency 𝑓, temperature 𝑇 and density 𝜌. This translation of 

variables is done by selecting a flight level, 𝐻  (ft), which leads to the airspeed as 

𝑈∞ = 𝑎∞𝑀∞, where 𝑎∞ is the speed of sound, which only depends on the flight level 𝐻. 

The excitation frequency is obtained by the relation 𝑓 = 𝑘𝑈∞/π𝐿. 

2.3  Coupled analysis: Time-marching simulation  

The uncoupled frequency-domain analyses described in previous section 2.2 are valid as 

long as the linear approach (aero-forces proportional to the generalized coordinates) for 

solving the flutter equation remains valid. 

Nevertheless, for those flight conditions which can require considering non-linear 

aerodynamics, the structural and aerodynamic disciplines need to interact using a 

time-marching coupling scheme where the information is interchanged at each time-step. 

This section describes the procedure developed by AIRBUS-DS to couple the CSM and 

CFD codes thru an interface software, in this case the aero-servo-elastic solver 

implemented in DYNRESP software, developed by Karpel Dynamic Consulting Ltd. (Karpel, 

2019a). 
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Figure 5: Increased Order Modelling (IOM) block diagram (from Karpel et al. 2020). 

DYNRESP is based on the Increased Order Modelling method (Karpel, 2019b), which is 

schematically depicted in Fig. 5, and it has been used in numerous dynamic applications 

such as morphing configurations (Karpel et al., 2015) or wake encounter simulation 

(Claverías et al., 2014). This method is based on a main linear block that is stable when 

disconnected from the nonlinear elements, and a nonlinear block that expresses all the 

nonlinearities as feedback loops. The response calculations are performed in 3 stages: (a) 

Frequency-Domain response of the linear block with the nonlinear block disconnected; (b) 

addition of nonlinear effects using Time-Domain nonlinear elements and convolution 

integrals; and (c) complementary Frequency-Domain response of the linear block to inputs 

from the nonlinear block to generate the final output. 

In the case of the integration of DYNRESP with unsteady CFD aerodynamics, the process 

is performed following the list of sequential steps: 

1. The simulation starts by applying a predefined excitation to the aircraft, for example, 

a one-minus-cosine generalized force is applied on one normal mode. 

2. The linear block is solved in the frequency-domain to obtain the generalized 

displacements at the time step 𝑖, {𝜉𝐿(𝑡𝑖)}, where the sub index 𝐿 indicates output 

from the linear block. The linear model can include linear aerodynamics to improve 

the approximation to the final non-linear displacements. 

3. The generalized displacements obtained in the linear block, {𝜉𝐿(𝑡𝑖)}  are 

interpolated to obtain the displacements in the aerodynamic mesh: 

{𝑥𝑘(𝑡𝑖)} = [𝐺𝑘𝑔][Φ𝑔𝑔]{𝜉(𝑡𝑖)}, (7) 

4. The aerodynamic solver updates the fluid flow mesh and calculates the unsteady 

pressure distribution at the current time step 𝑖. 

5. The pressure distribution is integrated and projected onto all the normal modes 

(sub-index 𝑖) to compute the generalized aerodynamic forces (GAFs): 
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𝑄𝑖(𝑡) = ∑𝑝𝑐𝐴𝑐{𝑛𝑐}
𝑇{𝜙𝑐}𝑖

𝑁𝑐

𝑐=1

. (8) 

6. The non-linear generalized forces {𝑄𝑖(𝑡)} are introduced as feed-back forces to 

obtain, by convolution integrals, the final non-linear displacements at time 𝑖 , 

{𝜉𝑁𝐿(𝑡𝑖)}, where the sub index 𝑁𝐿 indicates the output from non-linear analysis. 

7. The time step advances to 𝑖 + 1 and back to step 2 until the end of the simulation. 

Both CFD-based frequency- and time-domain procedures have been successfully applied 

to test wing models (Karpel et al., 2020) and to AIRBUS-DS aircraft components, such as 

the radome of an AWACS configuration (Arévalo et al. 2017). Next section applies this 

methodology on the T-tail configuration, which has been proven in the introduction as an 

excellent reference to test the goodness and limitations of CFD-based methods and tools. 

3  Application to the flutter instability prediction of a T-tail model 

This section presents the application to the T-tail empennage presented in van Zyl and 

Mathews (2011), where the flutter onset airspeed was measured experimentally for different 

incidence angles (or trimmed angles) of the horizontal tail-plane. 

3.1  T-tail experimental model  

The wind-tunnel T-tail model was constructed from steel and aluminium and covered with 

balsa wood and plastic film. The vertical tail-plane is a swept-back untapered surface, with 

a height of 0.497 m, a chord of 0.425 m and a swept back angle of 33.1 degrees. Mounted 

on top, there is a unswept fairing with a height of 0.098 m and a constant-on-span chord of 

0.528 m. 

The horizontal tail-plane, attached at the mid-height of the fairing, has no dihedral, a root 

chord of 0.363 m, a semispan of 0.625 m, a taper ratio of 0.276 and a leading-edge sweep 

angle of 36.5 degrees, with a NACA 23015 airfoil section. The pitch axis (rotation center to 

change the incidence angle) is parallel to the y-axis and passes through the 74.1% of the 

HTP root chord and the 60.6% of the fin tip fairing chord. 

 

Figure 6: Setup of wind-tunnel T-tail model. From van Zyl and Mathews (2011) 

The high-stiffness construction of the horizontal tail-plane was designed to remove the 

uncertainty of the stabilizer dihedral induced by static load. Therefore, the flexibility of the 

model was limited to the vertical tail-plane and the roll degree-of-freedom in the mounting. 

The measured first fin bending mode has a frequency of 2.62 Hz and a damping ratio of 

0.6% and the fin torsion mode, a frequency of 4.64 Hz and a damping ratio of 2.1%. 
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3.2  T-tail aeroelastic mathematical model 

The structural model is built by beams to represent the stiffness, and lumped masses in 

MSC.Nastran, as depicted in Fig. 7(a). The geometry and properties can be consulted in 

Murua et al. (2014). The three first normal mode frequencies of the structure computed with 

Lanczos method are shown in Tab. 1: 

Table 1: Normal modes analysis using MSC.Nastran SOL103 (Lanczos method) 

Mode 1st VTP bending 1st VTP torsion 2nd VTP bending 

Frequency (Hz) 2.62 4.64 13.68 

The aerodynamic Doublet-Lattice model is the simplified one employed in Murua et al. 

(2014), with a homogenous spatial discretization of 12x12 in the vertical tail-plane, 20x10 in 

horizontal tail-plane and 14x4 in tip fairing (see Fig. 7(b)). The convergence studies 

presented by van Zyl and Mathews (2011) show a relatively low sensitivity to the panel size. 

The unsteady CFD aerodynamic mesh (wet surface shown in Fig. 7(c)), suitable for inviscid 

Euler solver, is composed of 3.6 million tetrahedral elements with a fluid domain extended 

10 chords upwards and 30 chords downwards. The structural displacements are 

transferred to the aerodynamic surface by radial-basis interpolation functions of the type 

Thin-Plate Spline (TPS), described in Rendall and Allen (2008). Dedicated efforts have 

been made to guarantee the continuity of the mesh in the interface between VTP, HTP and 

tip fairing surfaces. The smoothing diffusion method, implemented in the CFD code, adjusts 

the aerodynamic cells to the mesh deformation in order to guarantee the level of quality in 

the fluid domain during the entire simulation. 

   

(a) Finite Element model (b) Doublet-Lattice model (c) CFD-Euler wet surface 

Figure 7: Numerical aeroelastic model 

3.3  T-Tail Flutter results 

Flutter airspeed results are shown in Fig. 9 comparing the experimental, augmented 

Doublet-Lattice Method and CFD-Euler-based (frequency-domain with Qhh approach) 

results as a function of the angle of incidence of the horizontal tail-plane. The uncertainty 

range of the experimental measurements is below 2 m/s in all cases, which is around the 

4% of the nominal flutter airspeed at zero incidence. 

The flutter onset in all cases is caused by a classical VTP bending-torsion mechanism at 

low frequency (3.6 Hz). Since the flutter airspeed can be reproduced exactly with only the 

two first modes, the analyses only retain these modes. The zero-speed structural damping 

ratio corresponds to the value measured experimentally. 
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Experimental results show that positive aerodynamic loading on a swept-back horizontal 

tailplane deteriorates the T-tail flutter behavior, leading to a lower flutter onset speed when 

compared with the zero incidence (zero aerodynamic loading) case. The non-corrected 

standard Doublet-Lattice method (black line) predicts constant flutter airspeed because the 

method does not account for unsteady aerodynamic effects derived from the horizontal 

tailplane load. However, both augmented DLM and CFD predictions are aligned with the 

experimental results. 

In particular, the augmented Doublet-Lattice Method, which constitutes the current practice 

method at AIRBUS-DS, reproduces closely the experimental results with a constant 

conservative biasing, and therefore proving evidence of its accuracy and robustness. For its 

part, the results based on CFD-Euler unsteady aerodynamics computed in 

frequency-domain accurately predict the nominal flutter airspeed at zero incidence, giving a 

value inside the range of uncertainty of the experimental measurements. In addition, the 

method proves to be capable of capturing naturally the tendency of flutter speed with the 

incidence angle, even though there is a slight under-prediction of the effects of steady loads 

on the flutter speed at positive values of the incidence angle (less critical case). 

 

 

 

(a) CFD-based flutter airspeed (b) Evolution of gen. disp. in coupled simulation.  

Figure 10: T-tail model flutter airspeed and coupled analyses results. 

 

These results have been complemented with fully coupled simulations in time-domain 

performed at two airspeeds for the nominal zero-incidence case. The dynamic evolution of 

the structure as a consequence of the initial excitation one-minus-cosine generalized force 

(0.3 s duration) acting on the first fin torsion mode is computed. Fig. 10 shows the evolution 

of generalized displacements, where the normalization is to unitary mass matrix. In the first 

case (airspeed 43 m/s, below flutter onset) the dynamic system shows a damped behavior, 

while in the second (airspeed 47 m/s, above flutter onset) the oscillation amplitude 

increases in time until the deformation exceeds the limits imposed by the aerodynamic 

mesh. 
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4  Conclusions  

This paper presents the latest developments of Airbus Defence and Space (AIRBUS-DS) in 

Fluid-Structure Interaction (FSI) for aeroelastic applications. In particular, two different 

methodologies to integrate unsteady Computational Fluid Dynamics (CFD) aerodynamics 

in aeroelastic calculations have been described: first, the uncoupled approach, where the 

linear generalized aerodynamic forces in the frequency domain are obtained to be the input 

to traditional linear flutter solvers; second, the coupled approach with DYNRESP software, 

where the structural and aerodynamic solvers interchange data in a time-marching manner.  

The flutter airspeed of a T-tail model in low subsonic regime is computed and compared to 

experimental results. Since the phenomenon of flutter in T-tail structures is highly 

dependent on the steady loads on the horizontal tail-plane, the applicability of the standard 

Doublet-Lattice Method is limited. The current practice in AIRBUS-DS, the augmented 

Doublet Lattice, adds those particular forces in T-Tail as complementary effects to the 

generalized forces computed by the Doublet-Lattice Method, giving results closely matched 

to the experimental measurements. In the case of unsteady aerodynamics based on CFD 

computations, the nominal flutter at zero incidence is accurately predicted, and the 

tendency of flutter speed with the incidence angle is naturally captured. There is, however, 

a slight under-prediction of the effect of the steady loading on flutter speed for positive 

incidence angles, suggesting that further work is needed to determine the source of this 

difference: improve the structure-aerodynamic interpolation, adding turbulence modelling 

(RANS equations) and including quadratic modes (as described in Murua et. al., 2014). 
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Abstract
This paper examines the aeroelastic stability of a flexible high aspect-ratio wing-like structure
imperfectly-supported at one end and free at the other. The equations of motion are obtained
within the extended Hamilton’s principle framework. The bending and torsional dynamics of
the wing are approximated using the Euler-Bernoulli beam theory. The aerodynamic lift and
pitching moment are modelled using the unsteady aerodynamics for arbitrary motion of a two-
dimensional airfoil section extended by the strip flow theory. The imperfect support is modelled
as a linear torsional spring the effect of which is included directly in the equation of motion.
The Galerkin method is used for the spatial discretization. The numerical results show that
both divergence and flutter speeds are sensitive to the support imperfection. The sensitivity
may be great or insignificant depending on the end-spring stiffness. Some unusual dynamical
behaviour have also been observed, which are discussed in detail.

Keyword: imperfect end-support, aeroelastic stability, flexible wing, unsteady aerodynamics

1 Introduction

Structures with airfoil cross-section are found in many engineering systems; fixed- and rotary-
wing aircraft, wind turbines, compressors and gas turbines, just to name a few. Aeroelastic
stability analysis is an essential step in the design process of such systems. In an aircraft, all
the lifting surfaces, such as the wing, tails, high-lift devices and control surfaces have to be
flutter-free. Analytical models may be used to predict flutter speed of a wing-like structure,
where the wing is commonly considered to be clamped (or fixed) at one end and free at the
other. There are ample examples of such studies; for example, see Patil et al. (2001); Qin and
Librescu (2003).

However, in reality no structure or attachment is perfect. Imperfections may be created, for
example, during manufacturing, because of structural fatigue (tear and wear), and/or during
installation, and they may be in various forms (e.g. geometric, and material) and locations (e.g.
end-supports). Studies have indicated the importance of monitoring imperfections and defects
to ensure the good health of wing-like structures. For instance, blades “root attachment prob-
lems” are a common cause of vibration and failures in axial compressors (Meher-Homji et al.,
1998). In a civil aircraft airframe, fatigue may cause cracks to quickly spread in susceptible
structural elements, such as the over-wing fuselage attachment (see Munns and Kent, 2000 for
more details). This seems particularly crucial as composite materials are becoming increasingly
widespread in aerospace and wind energy applications. Although some research has been con-
ducted in the past to examine the effects of structural damage, such as surface cracks, on the
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Figure 1 – Cross-sectional view of the wing, where h and θ represent bending and torsional
dynamics, respectively. Points Q, C, and P represent, respectively, the aerodynamic centre,
the centre of gravity, and the elastic axis; also, b = 2c is the semi-chord, and e and a are
dimensionless variables (Hodges and Pierce, 2011).

aeroelastic behaviour of wings, the effects of imperfect end-supports on the aeroelastic stability
are still unknown. The objective of the present paper is to explore such effects by modelling
the support imperfection by linear translational and torsional springs.

2 Theoretical model

The high-aspect ratio flexible wing is structurally-modelled as an Euler-Bernoulli beam with
spanwise bending and torsion dynamics; see Fig. 1. The equation of motion is obtained within
the extended Hamilton’s principle framework in a similar fashion set in Hodges and Pierce
(2011). The imperfect end-support is modelled as a linear torsional spring. Following the
approach introduced by Kheiri et al. (2014), the effects of the end-spring are considered in the
equation of motion rather than the boundary conditions.

Furthermore, the indicial aerodynamic theory based on the Wagner function is used to
represent the unsteady aerodynamic force and moment in the time domain for small arbitrary
motion of the wing. The two-dimensional formulation given in Lee et al. (1999) is extended
to the three-dimensional using the strip flow theory, and the virtual work due to aerodynamic
forces and moments are added to the Lagrangian of the system. It is noted that since the
wing is assumed to be of high aspect-ratio, the three-dimensionality of the flow and tip vortices
effects are neglected.

The equation of motion may be written as

∫ L

0

(
−m

(
U

b

)2

h′′ + mbxθ

(
U

b

)2

θ′′ − EI
∂4h

∂y 4
+ L

)
δh dy = 0,

∫ L

0

(
−Ip

(
U

b

)2

θ′′ + mbxθ

(
U

b

)2

h′′ + GJ
∂2θ

∂y 2
+M+ Kθδ (y)

)
δθ dy = 0,

(1)

where m is the mass per unit length of the wing, y is the spanwise coordinate, L is the length of
the wing, and b is the semi-chord (i.e. c = 2b, where c being the chord length); xθ = e−a; EI
and GJ are the bending and torsional rigidities, respectively; Ip is the mass moment of inertia,
U is the flow velocity, h and θ are the bending and torsional displacements, respectively, and
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δh and δθ are their corresponding virtual displacements; also, K is the torsional spring stiffness
(to model the imperfect support), and ()′ = ∂/∂τ , where τ = t/Ub is the non-dimensional
time; L and M represent the lift and pitching moment, respectively; δ(y) denotes the Dirac
delta function.

According to Wagner’s problem of the step change in angle of attack, lift may be written
as (refer to Fung, 2002; Bisplinghoff et al., 1996)

L = L1 + L2 + L3, (2)

in which

L1 = 2πρbU

(
w3/4(0)φ (τ) +

∫ τ

0

dw3/4(σ)

dσ
φ (τ − σ) dσ

)
,

L2 = πρU2 (h′′ − abα′′) ,

L3 = πρbU2α′;

(3)

pitching moment may also be written as

M =

(
1

2
+ a

)
bL1 + abL2 −

(
1

2
− a

)
bL3 +Ma, (4)

where
Ma = −1

8
πρb2U2α′′. (5)

The well-known approximation for the Wagner function, φ(τ), may be written as:

φ (τ) = 1− γ1e−ε1τ − γ1e−ε2τ , (6)

where γ1 = 0.165, γ2 = 0.335, ε1 = 0.0455, and ε2 = 0.3.
By substituting Eq. 6 into the expression for L1 (see Eq. 3), we obtain:

L1 =2πρbU2

{[
φ(0) + φ′(0)

(1

2
− a
)]
α + φ(0)

(1

2
− a
)
α′ + φ′(

h

b
) + φ(0)(

h′

b
)

+
2∑

j=1

[
γjεj
(
1− (

1

2
− a)εj

)
Aj − γjε2j

Hj

b

]
− φ′(0)

[h(0)

b
+ (

1

2
− a)α(0)

]}
, (7)

where Aj and Hj (j = 1, 2) are:

Aj =

∫ τ

0

e−εj (τ−σ)α(σ)dσ, Hj =

∫ τ

0

e−εj (τ−σ)h(σ)dσ. (8)

Galerkin’s method is utilized to discretize the equation of motion in space by letting h =
ΣN

i=1Φi(y)ηi(t) and θ = ΣN
k=1Θk(y)ζk(t), where Φi(y) and Θk(y) are, respectively, the bending

and torsional mode shapes, and ηi(t) and ζk(t) are their corresponding generalized coordinates;
also, N is the number of modes, which is assumed to be the same for bending and torsion.
In this study, clamped-free mode shapes for bending and free-free mode shapes for torsion are
used. Thus, the final form of the equation of motion becomes:

MX′′ + CX′ + KX = 0, (9)

where X = [h1..., hN , θ1..., θN ,A11 , ...A1N ,A21 , ...,A2N ,H11 , ...H1N ,H21 ...H2N ]T ; also, M, C, and
K are, respectively, the mass, damping and stiffness matrices.

Next, Eq. 9 is transformed to the state-space form to be used for eigenvalue solutions.
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Table 1 – Parameters of a high aspect ratio wing adopted from Patil et al. (2001).

Parameter Value
Half span, L 16 m
Chord, c = 2b 1 m
Mass per unit length, m 0.75 kg/m
Moment of inertia (50% chord), I1/2 0.1 kg .m
Spanwise elastic axis, (1 + a)b 50% chord
Center of gravity, (1 + e)b 50% chord
Bending rigidity, EI 2× 104 N .m2

Torsional rigidity, GJ 1× 104 N .m2

Density of air, ρ 0.0889 kg/m3

Table 2 – Comparison between present study results and those from Patil et al. (2001).

Parameter Present study Patil et al. (2001) Difference
Flutter Speed, Ucf (m/s) 33.36 32.21 3.5%
Flutter Frequency, Ωf (rad/s) 22.02 22.61 2.6%
Divergence Speed, Ucd (m/s) 37.15 37.29 0.4%

Table 3 – Numerical solution convergence study using different number of mode shapes. Pa-
rameters are the same as those in Tab. 1 with κ = 0.6487 for the end-support stiffness.

Parameter N = 5 N = 10 N = 15 N = 20
Flutter Speed, Ucf (m/s) 25.26 (0.1%) 25.23 (0.2%) 25.18 (0.0%) 25.18
Flutter Frequency, Ωf (rad/s) 13.25 (3.2%) 12.83 (0.8%) 12.73 (0.5%) 12.66
Divergence Speed, Ucd (m/s) 24.41 (1.2%) 24.11 (0.4%) 24.02 (0.1%) 23.99

3 Results and discussion

3.1 Validation and convergence of numerical solutions

Prior to proceeding with the investigation of the effects of imperfect end-support on the
dynamics and stability of the system, we present some numerical results to serve as a verification
of the present aeroelastic model. The parameters listed in Tab. 1 are adopted from Patil et al.
(2001) for a clamped-free wing (i.e. perfectly-supported wing or when K →∞). As seen from
Tab. 2, the values of critical flow velocities for flutter (Ucf ) and divergence (Ucd) as well as the
flutter frequency (Ωf ) predicted by the present aeroelastic model are in very good agreement
with those reported by Patil et al. (2001).

Moreover, in order to find the minimum number of mode shapes required for obtaining
accurate numerical results, we obtained the values of Ucf , Ucd and Ωf for different number of
mode shapes used in the Galerkin approximation for an imperfectly-supported wing. The design
parameters of the wing are the same as those in Tab. 1, with κ = 0.6487, where κ = 4KL/π2GJ
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Figure 2 – Variation of the negative, dimensionless modal damping as a function of the flow
velocity: (a) divergence occurs at Ucd = 4.71 m/s when κ = 0.01293, and (b) flutter occurs
at Ucf = 5.11 m/s when κ = 0.01744 — the type of instability changes from divergence to
flutter.

is the dimensionless counterpart of K . As seen from Tab. 3, with 15 modes for bending and
torsional dynamics, the results are within an acceptable range (< 0.5%) with respect to those
with 20 modes; thus, N = 15 is used for the rest of numerical solutions in this paper.

3.2 Stability Analysis

Numerical studies show that the dynamics of a flexible wing-like structure with an imperfect
end-support is very complex. Depending on the design parameters of the structure, such as the
bending-to-torsional rigidity ratio (EI/GJ), mass ratio (µ = m/πρb2), and the dimensionless
radius of gyration (r 2 = Ip/mb2) and as the dimensionless stiffness of the torsional end-spring
(κ) is varied, flutter or divergence may occur. Four different types of dynamical behaviour (by
considering only the first instability), which we call type-1, type-2 and so on, were identified in
the course of a large numerical investigation campaign. In type-1, divergence is the only form
of instability, regardless of the value of κ. In type-2, divergence occurs at low values of κ, but
it switches to a flutter instability from moderate values of κ. In type-3, flutter is prevalent for
low values of κ; however, divergence occurs at moderate values of κ, which switches back at
slightly higher values of κ to flutter that remains operative up to large values of κ. Finally, in
type-4, switching between divergence and flutter occurs frequently as κ is varied from low to
high values: divergence at low values of κ; flutter at moderate values of κ; then, divergence
for slightly higher values of the torsional stiffness, and eventually flutter for high values of κ.

As an example of the type-4 dynamical behaviour, Fig. 2 shows the change from divergence
(Fig. 2a) to flutter (Fig. 2b) as κ is varied from 0.01293 to 0.01744. In the figures, the
variation of the negative, dimensionless modal damping, (−Γ/ωθ), is shown as a function of the
dimensional flow velocity. A branch of solution crossing the half-plane from negative values of
(−Γ/ωθ) to positive values indicate an instability. In the figures, ‘branch (a)’ and ‘branch (b)’
refer to the divergence and flutter solution branches, respectively. On the other hand, Fig. 3
shows the change in the type of instability from flutter to divergence, again, for a system with
the type-4 dynamics. Flutter occurs as the first instability at Ucf = 6.81 m/s for κ = 0.0293,
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Figure 3 – Variation of the negative, dimensionless modal damping as a function of the flow
velocity: (a) flutter occurs at Ucf = 6.81 m/s when κ = 0.02931, and (b) Ucd = 20.45 m/s
when κ = 0.3237 — the type of instability changes from flutter to divergence.

while the same wing with κ = 0.3236 undergoes divergence first at Ucd = 20.45 m/s.
3.3 Divergence

One way to find the divergence speed is to solve the static version of the equation of motion
by ignoring all terms with a time derivative. In other words, Eq. 9 reduces to KX = 0. By
letting the determinant of the stiffness matrix to zero, a polynomial is obtained as a function
of the flow velocity, where the non-negative real roots correspond to divergence speeds. Using
only two modes for bending and two modes for torsion, the following closed form equation is
obtained for the dimensionless critical flow velocity for divergence, ucd :

ucd = F(κ)

√
r 2µ

1 + 2a
, (10)

where F(κ) = 0.31831

(
19.7392 + 14.8044κ−

√
219.17κ2 + 194.8182κ + 389.6363

)1/2

.

Fig. 4 shows the variation of ucd as a function of κ obtained from Eq. 10 (circle markers) as
well as the solution using N = 15 (star markers). As seen, as κ is decreased — the end-support
becomes more imperfect — ucd decreases, meaning that the system becomes more unstable.
The reduction in ucd is gradual for large values of κ; however, it becomes dramatic for moderate
to low values of κ. It is also worth mentioning that for κ < 0.5 Eq. 10 predicts ucd with a
fairly good agreement with the value obtained using N = 15 modes; however, as κ is increased
to higher values, it is advisable to use more and more number of modes for the solution.

Eq. 10 indicates that ucd is linearly dependent on the dimensionless radius of gyration,
while it is increasing with the square root of the mass ratio. In addition, moving the elastic axis
more towards the trailing edge – increasing a – makes the system statically more unstable. It
is also very interesting to see that the expression given in Eq. 10 is very similar to the equation
derived for divergence speed of a typical airfoil section with pitching and plunging degrees-of-
freedom, i.e. ucd =

√
r 2µ/(1 + 2a); see Hodges and Pierce (2011) for more details. It is also
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Figure 4 – Variation of the dimensionless critical flow velocity for divergence, ucd , as a function
of the dimensionless end-spring stiffness, κ. The circle markers (orange, online) show the
numerical values obtained from Eq. 10, while the star markers (blue, online) show the solution
obtained via N = 15.

interesting to draw the reader’s attention to the similarity between the divergence problem of
a wing (i.e. cross-flow problem) and that of a pipe conveying fluid or a cylinder in axial flow.
In both of these situations, the dimensional divergence speed, Ucd , is inversely proportional to
the square-root of the fluid mass per unit length.

3.4 Flutter

Figs. 5a,b show the variation of the dimensionless critical flow velocity for flutter, ucf , and
the dimensionless flutter frequency, ωf , as a function of the dimensionless end-spring stiffness,
κ, respectively, for four different values of the mass ratio: µ = 5, 10, 15, and 20. The rest of
parameters are: EI/GJ = 3 and r 2 = 0.3. Generally speaking, both ucf and ωf decrease as κ
is decreased, that is when the end-support becomes less perfect. More precisely, three different
regions may be observed in a ucf − κ curve as we move from a perfectly-supported case (i.e.
high κ) towards to an imperfectly-supported one (i.e. low κ).

For moderate to large values of κ, the curve plateaus, and ucf changes only slightly as the
end-support becomes less perfect — region I. As κ is decreased further, ucf also decreases;
however, within a small range of moderate to low values of κ which marks region II (0.5 .
κ . 1.5), surprisingly, ucf increases as κ is decreased, meaning that the system becomes more
stable as the stiffness of the end-spring is reduced. Such an unusual behaviour has also been
observed for other systems involving fluid-structure interactions, such as imperfectly-supported
pipes conveying fluid; e.g., refer to Kheiri et al. (2014). Finally, for relatively loosely-supported
wings (i.e. κ < 0.5), the change of ucf with κ is very dramatic, and ucf decreases sharply as κ
is decreased — region III. On the other hand, ωf is decreasing, with a lower rate in region I and
a higher rate in region III, as κ is decreased. Except for an abrupt transition between region I
and region III at higher values of µ, no unusual behaviour is observed in region II of κ-values
in the frequency plot.

As also seen from Fig. 5a, ucf is increased as the mass ratio is increased. This is expected
as a high mass ratio may be interpreted as a lower density fluid flow and thus weaker fluid-
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Figure 5 – Variation of (a) the dimensionless critical flow velocity for flutter, ucf , and (b) the
dimensionless flutter frequency, ωf , as a function of the dimensionless end-spring stiffness, κ,
for different values of the mass ratio: µ = 5, 10, 15, and 20; also, EI/GJ = 3 and r 2 = 0.3.
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Figure 6 – Argand diagrams showing the evolution of first four eigenfrequencies of the system
as a function of dimensionless flow velocity: (a) κ = 0.803, and (b) κ = 1.64. The rest of
system parameters are: µ = 20, EI/GJ = 3, and r 2 = 0.3.

dynamic forces which needs to be compensated by a higher flow velocity at the onset of flutter.
In addition, region II becomes more pronounced at higher values of µ. Moreover, the difference
between ucf values for different µ values becomes wider at larger values of κ. On the other
hand, as seen from Fig. 5b, ωf is weakly dependent on the mass ratio, and it slightly decreases
in region I as µ is increased.

The unusual behaviour observed in the 0.5 . µ . 1.5 range in Fig. 5a may be explained
further by examining the evolution of solution modes (or branches) in Argand diagrams. In the
Argand diagrams shown in Figs. 6a,b, the evolution of first four complex eigenfrequencies of
the system has been shown as a function of u for κ ≈ 0.8 (region II) and κ ≈ 1.6 (region I),
respectively. The x− and y−axes in the Argand diagrams show the real part (i.e. dimension-
less frequency) and imaginary part (i.e. negative dimensionless damping) of eigenfrequencies,
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Figure 7 – Variation of (a) the dimensionless critical flow velocity for flutter, ucf , and (b) the
dimensionless flutter frequency, ωf , as a function of the dimensionless end-spring stiffness, κ,
for different values of the dimensionless radius of gyration: r 2 = 0.1, 0.2, and 0.3; also, µ = 20
and EI/GJ = 3.
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Figure 8 – Variation of (a) the dimensionless critical flow velocity for flutter, ucf , and (b) the
dimensionless flutter frequency, ωf , as a function of the dimensionless end-spring stiffness, κ, for
different values of the bending-to-torsional rigidity ratio: EI/GJ = 2, 2.5, and 3; also, µ = 20
and r 2 = 0.3.

respectively. As seen from Fig. 6a, for κ ≈ 0.8, flutter occurs in the third mode which also
crosses the 4th mode locus. At κ ≈ 1.6, however, the third mode remains stable, and flutter
occurs in the 4th mode. This appears as an example of the so-called ‘role reversal’ or ‘mode
exchange,’ which often results into an unexpected dynamical behaviour, and that is also a well-
known feature of the dynamics of flexible pipes conveying fluid (for more details, please refer
to Païdoussis, 2014).

Figs. 7a,b show, respectively, the variation of ucf and ωf as a function of κ for three different
values of the dimensionless radius of gyration: r 2 = 0.1, 0.2, and 0.3. The rest of system
parameters are: EI/GJ = 3 and µ = 20. Similar trends and regions as those observed in Fig.
5 are also seen from the plots in Fig. 7 with the exception that ωf is strongly dependent on r 2.
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One interesting aspect of the frequency curve, which is more noticeable in Fig. 7b than Fig.
5b, is the sharp fall in the ωf value in region II.

Figs. 8a,b show, respectively, the variation of ucf and ωf as a function of the dimensionless
end-spring stiffness (used for modelling the imperfect support) for EI/GJ = 2, 2.5, and 3; the
rest of system parameters are: µ = 20 and r 2 = 0.3. A similar trend for the variation of ucf and
ωf to that seen in Figs. 5 and 7 is also observed here. It is interesting to see that the EI/GJ
magnitude is affecting ucf and ωf , mostly in regions II and III (moderately- to loosely-supported
systems), and it is minimally changing them in region I (strongly-supported systems).

4 Concluding remarks

The numerical results presented in this paper show that the end-support imperfection for a
flexible wing-like structure may considerably reduce the critical flow velocities for divergence and
flutter. The sensitivity of the aeroelastic stability to the imperfection was found to be different
depending to the degree of imperfection (i.e. end-support stiffness). An unusual dynamical
behaviour was observed in a finite range of the end-support stiffness, where by increasing the
stiffness, the dimensionless flutter speed decreased.
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Nonlinear �utter instability with laminar �ow model
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The evaluation of the �utter risk often consists in determining the critical �utter velocity,
that is, the wind velocity above which the steady-state with the �xed wing becomes linearly
unstable, due to �uid-structure coupling. It has been pointed out by many researchers1 that,
depending on the nonlinearities of the system, �utter may occur below the critical velocity,
thus making the latter an irrelevant stability criteria. A large part of the research focused
on the e�ect of nonlinearities coming from the structure1. More recently, �uid nonlinearities
like shocks in transonic �ows2 or transitional e�ects3 have been considered. In this talk, we
numerically investigate the role of the �uid nonlinearities at play in laminar (102 < Re < 104)
incompressible �ows.

We consider a two-dimensional setup, similar to the one experimentally studied by Amandolèse
et al4, which consists in a thin rigid plate, mounted on fully linear heaving and pitching springs.
The �uid is modeled by the incompressible 2D Navier�Stokes equations. As a �rst step, the
linear stability of the coupled system is assessed in order to retrieve the linear �utter thresholds
in the (mass ratio, Reynolds number) parameter space. Then, a weakly nonlinear analysis is
performed, allowing us to derive the normal form associated to the �utter Hopf bifurcation (Fig
(a)). From there, two scenarios are encountered : (i) a supercritical Hopf bifurcation leading to
smoothly increasing, low-amplitude, LCO solutions, above the critical velocity (Fig (b)) or (ii)
a subcritical Hopf bifurcation allowing high-amplitude LCO's, even below the critical velocity
(Fig (c)).

subcritical

supercritical
Divergence

101 102 103 104
101

102

103

solid-to-�uid mass ratio

R
e
y
n
o
ld
s
n
u
m
b
e
r

(a) Type of the �utter bifurcation

−30

0

30
�criticity�

(b) Low-amplitude supercritical �utter ( )

(c) High-amplitude subcritical �utter ( )

1 Lee B., Price S. & Wong Y. (1999). Nonlinear aeroelastic analysis of airfoils: bifurcation and chaos.
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2 Thomas J., Dowell E. & Hall K. (2004). Modeling viscous transonic limit-cycle oscillation behavior

using a harmonic balance approach. Journal of Aircraft, 41, 1266-1274.
3 Poirel D. & Mendes F. (2014). Experimental Small-Amplitude Self-Sustained Pitch-Heave Oscillations

at Transitional Reynolds Numbers. AIAA Journal, 52, 1581-1590.
4 Amandolèse X., Michelin S. & Choquel M. (2013). Low speed �utter and limit cycle oscillations of

a two-degree-of-freedom �at plate in a wind tunnel. Journal of Fluids and Structures, 43, 244-255.
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Abstract

This paper is dedicated to aeroelastic tailoring of very �exible aircraft (VFA) both from the
numerical and the experimental point of view. The �rst objective of this work is to present an
open source simulation tool called GEBTAero devoted to this kind of application and based on
low order models. Because of the limited availability of experimental data about very �exible
wing, the second objective is to propose a wind tunnel test campaign to identify the aeroelastic
critical speed of highly �exible isotropic and anisotropic plates in order to validate the simulation
tool. Aside from the good agreement between numerical and experimental critical speed and
frequency, this campaign highlights the typical hysteresis phenomenon and limit cycle oscillations
related to high aspect ratio �exible wing.

Keyword: aeroelastic tailoring, HALE UAV, wind tunnel, low order method.

1 Introduction

Recent progress made in the �eld of solar cells, energy storage and composite materials pave the
way for a new aircraft concept, namely High Altitude Long Endurance (HALE) Unmanned Aerial
Vehicle (UAV) whose goal is to reach an endurance almost in�nite. To achieve this far-reaching
goal, aerodynamic and structural performances are stretched to their limits. As a consequence,
HALE wings are extremely vulnerable to aerolastic static divergence and �utter (e.g. NASA's
Helios mishap). A way to improve composite wing performance versus theses instabilities is
the aeroelastic tailoring concept. It consists in using laminate layup without mirror symmetry
and/or unbalanced layup. The emerging structural coupling induced on the aerodynamic side a
coupling between the bending, due to lift forces, and the twisting of the wing which determines
the local Angle of Attack (AoA) and consequently an impact on aeroelastic behavior.
The computational cost of high �delity aeroelastic simulation on Very Flexible Aircraft (VFA)
is still prohibitive, prompting the need for suitable reduced order model. Many reduced or-
der model tools have been developed during the last decades as for example, NATASHA
[Patil and Hodges, 2006], SHARP [Murua et al., 2012], UM/NAST [Shearer and Cesnik, 2007]
or Aero�ex [Ribeiro et al., 2012]. Recently, an open source simulation tool called GEBTAero has
been developed by the authors, well �tted for the computationally intensive task of aeroelastic
tailoring optimization [Kirsch et al., 2020].
On the experimental side, there is only little data available in the literature concerning �exible
wings. We could mention the wind tunnel test conducted in [Tang and Dowell, 2016] on a
�exible wing made of a steel �at plate with a balsa wing skin. Although this experiment gives
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Figure 1: Structural de�nition in GEBTAero

interesting results, notably in terms of Limit Cycle Oscillation (LCO) studies, the aeroelastic
tailoring e�ect is not taken into account on this isotropic wing.
This paper concerns a wind tunnel test campaign conducted on �exible �at plates, both metallic
and composites in order to obtain validation data for aeroelastic tailoring purpose. First,
GEBTAero used for simulation is presented. Then, after a short presentation of the experimental
setup, the �utter speed and frequency of an aluminum �at plate are evaluated depending on
the half-span. Finally, experimental results on di�erent laminates producing bending-twisting
coupling are provided.

2 Aeroelastic reduced order model

The main objective of GEBTAero is to de�ne a fast implementation of a proper reduced or-
der aeroelastic model well �tted for the computationally intensive task of aeroelastic tailor-
ing optimization. The high-aspect-ratio wing assumption gives us the opportunity to neglect
three-dimensional e�ects and thus to use a strip theory which can be easily linked to a beam
formulation. A tight coupling is chosen, done by integrating aerodynamic loads directly into the
weak formulation of the beam theory. It permits the determination of the aeroelastic modes of
the wing about a geometrically non linear steady state, namely frequencies, modal shapes and
damping factors.
On the structural side (Fig 1), to ensure a proper modeling of the laminate anisotropy and
geometrical non linearity, the choice fell on an open source tool named GEBT (Geometrically
Exact Beam Theory) developed by Yu and Blair [Yu and Blair, 2012] designed for composite
slender structures under large de�ections and rotations, assuming the strains to be small. This
tool coded in Fortran 90/95 implements a mixed variational formulation based on exact intrinsic
equations for dynamics of moving beams developed by Hodges [Hodges, 1990]. The cross sec-
tion parameters of the anisotropic beam are determined using an homogenization tool following
a method developed by Cartraud and Messager [Cartraud and Messager, 2006]. It consists in
a three-dimensional �nite element calculation realized with the open source solver CalculiX
on a Representative Volume Element (RVE) of the beam using periodic boundary conditions
along beam axis direction [Kirsch et al., 2018]. The RVE is a 3D mesh written in Abaqus input
format.
On the aerodynamic side, the unsteady two-dimensional �nite state approximation model devel-
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Table 1: Patil wing �utter speed and frequency [Kirsch et al., 2020].

program

Undeformed wing Deformed wing

speed frequency speed frequency

m/s rad/s m/s rad/s

present (N = 10; NS = 6) 32.2 22.6 23.3 11.9

NATASHA [Patil, 1999] 32.2 22.6 - -

UM/NAST [Shearer and Cesnik, 2007] 32.2 22.6 23.2 10.3

Aero�ex [Ribeiro et al., 2012] 32.6 22.3 23.4 12.2

oped by Peters et al. [Peters et al., 1995] is used and directly introduced in the weak formulation
in order to obtain a tightly coupled aeroelastic model.
The resulting formulation permits di�erent applications both in time domain and frequency
domain. The capabilities of the resulting program are summarized in �gure 2. A particular
aspect of this computation code is its capability to quickly compute critical speeds, thanks
notably to a modal resolution strategy based on the computation of only a few modes of
interest using Arpack modal solver, and the use of sparse matrix .

Figure 2: GEBTAero computation features [Kirsch et al., 2020].

The validation of the code has been carried out on two cases. The �rst one is the Goland
wing, which is widely used in the literature but which is not representative of VFA. The Patil
wing [Patil, 1999] proposes a more suitable test case to assess the impact of geometrical non
linearities on VFA behavior, but still with an isotropic wing. GEBTAero gives successful results
for both cases as it can be seen for the Patil wing in the Tab. 1 in comparison with other
simulation tools. Fig. 3 shows an illustration of a temporal simulation.
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Figure 3: Real time �utter instability of the Patil wing; altitude = 20 km; velocity = 38m/s
[Kirsch et al., 2020].

3 Wind tunnel tests and comparison with simulation

3.1 Experimental setup

The experimental campaign is conducted in a wind tunnel with a test section of 450 × 450 ×
700mm and a speed range from 5 to 45m/s. The �at plate is mounted using a 3D printed
device linked to the side wall of the wind tunnel. The AoA is adjustable using a rotating disk
mounted on an axis (Fig. 4). Thereafter, all the tests are done with an AoA set to zero. The
mean �ow speed is measured using a di�erential pressure sensor between the inlet and the
outlet of the nozzle placed upstream of the test section. In order to evaluate the accuracy of
�utter speeds computed by GEBTAero, this experiment focuses on the �utter boundary without
the need of studying LCO. In this regard, �at plates could be a good choice. Indeed, provided
that the relative thickness is small enough to avoid the need for a milled leading edge and
trailing edge, �at plates are good candidates for test cases because of their simplicity. The
elastic, inertial and geometrical parameters are easy to determine and the shape is adapted to
aerodynamic model as long as the angle of attack remains small.
Concerning measurements, the large displacement and rotation of the plate, the �exibility
and the small weight of such a plate make it di�cult to choose a proper type of sensors to
assess �utter speed and frequency. To tackle those constraints, two micro-accelerometers are
used. They are little intrusive and allow to retrieve speed and displacement data through signal
integration. They are positioned side by side at 300mm from the wing tip in order to obtain the
vertical acceleration (mean values of the two signals) and the angular acceleration (di�erence
between the two signals scaled by the lever arm). The global setup is shown in Fig. 4.

Figure 4: Aluminum plate experimental setup with micro-accelerometers on the lower surface.
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3.2 Flexible aluminum plates

In [Kirsch et al., 2019], a study is proposed to �nd the ideal metallic plate to be representative
of VFA aeroelasticity considering wind tunnel capabilities. The choice fells on the aluminum
plate, with a chord of 30mm, a thickness of 0.5mm, and a length of 450mm ensuring a
compromise between the Reynolds number and aspect ratio.
First of all, for a half-span of 450mm, we could mention a large �ow speed hysteresis: instability
starts between 11 and 11.5m/s and stops below 7m/s. Then, the order of magnitude di�erence
between stable and unstable domain is large, allowing us to easily set the frontier. We can also
see two harmonics typical of a non linear instability [Kirsch et al., 2019]. To assess the �utter
speed and frequency correlation with numerical simulation in a more general manner, the same
experiment is done for various half-span ranging from 380mm to 450mm. Flutter instability
for half-span smaller than 380mm is too violent and damages the plate. One measurement is
made for the fundamental frequency and is compared to the second and third mode simulated
by GEBTAero (�gure 5a). According to the simulation, the unstable mode is the third one (in
green) which corresponds, without �ow, to the �rst twisting mode. However, the correlation
with the second mode (in orange) which correspond, without �ow, to the second bending mode,
seems to be better.

(a) (b)

Figure 5: Comparison between experimental and numerical frequencies (a) and �utter speed
(b) for a �exible aluminium plate with a section of 0.5mm× 30mm and a variable length.

Concerning the �utter speed, the measurements are made on three di�erent plates with the
same dimension to assess repeatability (�gure 5b). As we can see, the �utter speed is slightly
underestimated for the largest values of half-span. It could be an e�ect of the pressure losses
due to the side e�ect of the wind tunnel. Overall, the agreement between simulation and
experiment is quite good. The repeatability is correct, however, especially for largest speeds,
a very slow bending mode tends to modify the static de�ection of the plate, which is a key
parameter of the �utter speed.

3.3 Flexible composite plates

In order to evaluate the anisotropic capability of GEBTAero, the same type of experiment is
conducted on �exible laminate plates with bending/twisting coupling. The UniDirectional (UD)
prepreg used is a UD150/CHS/M10R, its characteristics are given in [Kirsch et al., 2019].
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(a) (b)

Figure 6: a) Flutter speed, frequency, divergence speed and �exibility of a 420mm half-span
composite plate with a central ply oriented at 0◦ and two external plies with various orientation ;
b) Laminate static de�ection, from left to right : [90, 0, 90], [60, 0, 60], [45, 0, 45], [30,−30, 30],
[30, 0, 30] and [15, 0, 15].

In the same way as for metallic plates, simple solutions are seeking to produce relevant test cases.
A laminate layup is de�ned by the orientation of its plies [θ1, ... , θn]. According to the Classical
Laminate Theory (CLT), a laminate without mirror symmetry, i.e. without symmetrical plies
to the middle plan with the same orientation, has a traction/twisting coupling. This coupling
could be exploited in a wing box con�guration, providing that the bending of the wing produces
a traction or a compression of the upper side and lower side. Thin plates exploit another type of
coupling, generated by unbalanced layup, i.e. without a balance between positive and negative
orientation. For example, for a balanced layup, every 45◦ oriented ply is compensated by a
−45◦ ply.
The simplest unbalanced layup consists in a laminate with a single orientation. Although it
permits to produce a bending/twisting coupling, such a �exible plate is too fragile and may
break between two �bers. The next con�guration in terms of complexity is a two-ply laminate
with two di�erent �ber orientations. In that case, because mirror symmetry is not respected, the
large di�erence between longitudinal and transverse coe�cient of thermal expansion produces
an undesired twisting of the plate during the cool down. Then, the simplest usable layup consists
in a three-ply laminate with external plies oriented in the same direction. To obtain the proper
static de�ection and for sturdiness purposes, the central ply is oriented at 0◦. The divergence
and �utter speed, the �utter frequency and the �exibility matrix coe�cients simulated by
GEBTAero for di�erent external plies orientations are plotted in �gure 6a. The half-span is set
to 420mm in order to alleviate wind tunnel test section side e�ect.
According to the simulation, �ve layups are produced : [15, 0, 15], [30, 0, 30], [45, 0, 45],
[60, 0, 60] and [90, 0, 90], allowing to simulate various aeroelastic behaviors. A sixth one is
produced to evaluate another central ply orientation, namely [30,−30, 30]. Theoretically, it
gives us �ve more layup by returning the plate ([15, 0, 15] becomes [−15, 0,−15]). In fact,
negative external plies orientation implies a very low divergence speed with massive stall and
is therefore unusable. To illustrate the structural coupling of this laminates, static de�ection

172



Second International Symposium on Flutter and its Application, 2020

of plates are shown in �gure 6b. Beyond the obvious discrepancy in term of bending �exibility,
it shows us the structural coupling between the bending due to weight and the twisting of
the cross section (except from the uncoupled [90, 0, 90] laminate). To produce a spectrogram,
the �ow speed is slowly increased until �utter instability and then decreased. The mean �ow
speed is plotted in the spectrogram. The results for the layups [30, 0, 30] and [30,−30, 30] are
plotted in �gure 7 and 8, compared to the aeroelastic modes plotted by GEBTAero. However,
because the vacuum was not perfectly controlled during the cure process, a discrepancy exist in
the laminate thickness (measured from 0.48mm to 0.55mm instead of the nominal 0.48mm),
while it is a key parameter in terms of aeroelastic behavior sensitivity, according to CLT, a
thickness correction has been applied on the results.

(a) (b)

(c)

Figure 7: 420mm half-span [30, 0, 30] laminate test result: a) vertical acceleration spectrogram,
b) angular acceleration spectrogram, c) GEBTAero aeroelastic modes plot.

First of all, it can be noticed that �ow speed appeared in the spectrogram and can be directly
linked to the rotational frequency of the fan. Secondly, the blue band area corresponding to
the stable domain. A good correlation is obtain between the simulated frequencies and the
experimental ones. It depends mainly on the type of mode: bending mode, torsional mode or
coupled mode (e.g. mode 1 and 2 in Fig. 7 a)-b) and mode 4 only in b) ; idem in Fig. 8).
Note that energy is relatively low in these modes because the excitation is only due to the
motor vibrations and the air�ow turbulence. Thirdly, the green/red band area corresponds to
the �utter domain. This part exhibit a much more complex aeroelastic behavior. For example,
Fig. 7 shows a LCO with several harmonics while Fig. 8 shows a chaotic motion. We also
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(a) (b)

(c)

Figure 8: 420mm half-span [30,−30, 30] laminate test result: a) vertical acceleration spectro-
gram, b) angular acceleration spectrogram, c) GEBTAero aeroelastic modes plot.

could mention a large �utter speed hysteresis. For the [30, 0, 30] plate (Fig. 7), instability
starts around 14 m/s and stops around 9 m/s. To illustrate that complexity of high amplitude
motion, phase portrait of the vertical degree of freedom (dof) is proposed for various laminates
and speeds (Fig. 9).
Finally, �utter speeds (�gure 10) are compared to the values simulated by GEBTAero for the
�ve layups with a central ply oriented at 0◦. Regarding frequencies, the �rst four modes are
also plotted. On the one hand, for the �utter speed, the simulation tends to overestimate the
value. The other remarkable point is that the bending/twisting coupling tends to compensate
the e�ect of the large de�ection due to gravity in terms of �utter speed. [90, 0, 90] laminate is
the only one impacted by this static de�ection.

4 Conclusion

Design challenges induced by HAPS in terms of aeroelastic performances show the need for an
accurate reduced order model able to simulate non linear behavior of an anisotropic high-aspect-
ratio wing. The present work presents a solution based of the geometrically exact beam theory
coupled with a two-dimensional unsteady �nite state aerodynamic model implemented into an
open source solver. In addition, to emphasize geometrical non linearities and anisotropic capa-
bilities, a wind tunnel campaign is conducted. For the sake of simplicity, �exible metallic and
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Figure 9: LCO of 420mm half-span composite plate for various laminates and speeds: a)
[15, 0, 15] at 9.9m/s 550s; b) [15, 0, 15] at 12m/s ; c) [90, 0, 90] at 5.3m/s ; d) [60, 0, 60] at
6m/s.

composite �at plates are tested, the latter with the simplest layup exhibiting bending/twisting
coupling, namely a three-ply laminate with external plies oriented in the same direction. Exper-
imental results show a good agreement, especially for metallic plates. Furthermore, composite
plate experiments highlight the complex behavior of such anisotropic �exible wings, with highly
coupled aeroelastic modes leading to various kind of LCO and large �utter speed hysteresis.

Figure 10: Flutter speed of a 420mm half-span [θ, 0, θ] carbon epoxy laminate: computation
versus experimental wind tunnel tests
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Abstract  

Flow fields in 2-blade and 4-blade half-ducted propeller fans for the outdoor units of air 

conditioners were calculated with finite element method-based large eddy simulation with 

the aim of investigating what influence of tip vortex had on aerodynamic noise in this study. 

Increase of aerodynamic noise is an indication of blade vibration. Prediction and 

understanding mechanism of aerodynamic noise are therefore useful knowledge for 

suppression of vibration induced by tip vortex. The aerodynamic noise of 2-blade propeller 

fan was smaller than that of the 4-blade. We already confirmed that the tip vortex (TV) had 

a great influence on half-ducted propeller fans in the previous paper. In this study, we 

confirmed that the minimum distance between the TV and the adjacent blade or the bell 

mouth, and the vorticity at the point were dominant parameters in the aerodynamic noise. 

Keyword: propeller fan, tip vortex, aerodynamic noise, large eddy simulation 

1  Introduction  

Development of silent air conditioners is one of the most important problems in 

recent changes of life-styles. Aerodynamic noise from fans contributes to a large percentage 

of the overall noise from air conditioners. Therefore, the development of silent fans would 

contribute to reducing the noise levels of air conditioners. Moreover, increase of 

aerodynamic noise is an indication of blade vibration. Prediction and understanding 

mechanism of aerodynamic noise are therefore useful knowledge for suppression of 

vibration induced by tip vortex. Under this demand, we have developed the silent fan by 

decreasing the blade number from 4-blade to 2-blade (Funabashi et al., 2004). The noise 

level of the 2-blade propeller fan was smaller than that of the 4-blade propeller fan 

experimentally at an operating flow rate.  

The fans in many air conditioners with outdoor units have a casing that only covers 

the near region of the propeller tips. As a result, part of the blade tip near its leading edge is 

open to the upstream. These propeller fans are called half-ducted propeller fans. They have 

a very complicated flow field near the propeller tips. 

Half-ducted propeller fans have been mainly developed by using experimental 

methods. Predictions of aerodynamic noise were based on estimates from static flow field 

characteristics and experimental coefficients (Hakamaya et al., 1999). However, it is difficult 

to develop radically silent fans by using traditional methods. We therefore need new 

methods of predicting aerodynamic noise for understanding the mechanism and developing 
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silent fans. Computational Fluid Dynamics (CFD) is a powerful tool for solving these needs. 

Many researchers have studied flow fields by using Large Eddy Simulation (LES) (Kato et 

al., 2003; Yamade et al., 2006; Reese et al., 2007; Jang et al., 2001). 

Many researchers have also studied the development of silent fans. Beiler et 

al.(1999) analyzed blade-to-blade flow fields by using CFD and hot wire, and they developed 

a silent fan with skewed blades. Okamoto et al.(2009) proposed an optimized blade shape 

for a propeller fan by using an inverse design method and CFD. Sugio(2003) optimized blade 

number of propeller fan. Ito et al.(2009) investigated influences of blade tip clearance, 

treatment of outlet roundness, and spoke skew for small axial fan. However, there were few 

studies about detail investigation on the relationship between tip vortex and aerodynamic 

noise.  

The final goal of our study was aimed at designing silent fans. Authors (Iwase et al., 

2017) already investigated the influence of blade number on aerodynamic noise of half 

ducted propeller fan. In this study, further investigations were therefore implemented to 

analyze the influence of tip vortex on aerodynamic noise. 

2  Methods of numerical simulations  

2.1  Test fan  

This study was carried out on the half-ducted propeller fans used in the outdoor 

units of air conditioners. 2-blade and 4-blade propeller fans were intended as same as the 

previous paper (Iwase et al., 2017). Figure 1 shows configuration of the propeller fan and 

the bell mouth. The propeller tip diameter was 644 mm. The tip clearance was 10 mm. The 

noise level of the 2-blade propeller fan was smaller than that of the 4-blade propeller fan 

experimentally at an operating flow rate.  

 

Figure 1: Configuration of propeller fan and bell mouth. 
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2.2  Large eddy simulation and computational conditions 

The numerical simulation code we employed throughout the LES was 

FrontFlow/blue (FFB) as same as the previous paper (Iwase, et al., 2017). The FFB was 

developed by Kato et al.(2003, 2005). The FFB has been successfully used for simulating 

several axial flow fans (Iwase, et al., 2017; Yamade et al., 2006; Reese et al., 2007). The 

governing equations are the spatially filtered continuity equation and the Navier Stokes 

equation for the flow of an incompressible fluid. The effects of eddies that are not resolved 

by the grid (sub-grid scale eddies) are modeled by the dynamic Smagorinsky model 

(Germano et al., 1991; Lilly, 1992).  

Figure 3 shows computational models. The computational model was the same as 

the previous paper. The number of grid elements was 10,619,900 in the 2-blade propeller 

fan. The number of grid elements was 10,888,908 in the 4-blade propeller fan. Each 

computational model consists of three parts, i.e., the inlet, propeller, and outlet parts. The 

propeller part is in the rotating frame of reference. The inlet and the outlet parts are in the 

stationary frames. The grid is composed of hexahedral elements. The calculated flow rate 

was 100 m3/min, which was operating flow rate. The rotational speed was 550 rpm. The time 

steps per a single revolution of propeller was 4,096. 

The previous paper described the specification in detail. 

 

Figure 2: Computational models. 
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3  Results and discussions  

3.1  Relationship between tip vortex and adjacent blade 

In the previous paper (Iwase, et al., 2017), we already confirmed that the calculated 

static pressure rise and the shaft power reasonably agreed with the experimental results, 

and the tendency of the aerodynamic noise could calculated qualitatively. We also confirmed 

that tip vortex(TV) had a great influence on flow structure in the half ducted propeller fans. 

The influence on aerodynamic noise on the tip vortex was therefore investigated by 

analyzing further the calculated results. 

Figure 3 shows vortex cores colored with normalized helicity and streamline around 

TV colored with vorticity. The trajectory of the vortex center was identified with a semi-

analytic method, which was based on critical-point theory, to enable the complicated flow 

field in the propeller fans to be better understood. It was possible to visualize the vortex core 

according to this method. Normalized helicity Hn was evaluated along the vortex cores to 

quantitatively analyze the nature of the vortex. The normalized helicity corresponds to the 

cosine of the angle between absolute vorticity and relative velocity. If Hn = ±1, this indicates 

there is a vortex core for the longitudinal vortex in the region. These visualizations of the 

vortex core and normalized helicity are useful tools for investigating the flow field of 

turbomachinery. Jang et al.(2001) and Kusano et al.(2011) give detail information of the 

visualization methods. The vorticity was normalized by the tip speed and density. 

The tip vortex (TV) rolled up from the tip near the leading edge. Streamlines are 

displayed by showing around one of the TVs. The normalized helicity along the TV 

maintained almost Hn = +1.0, and the TV passed through the blade-to-blade passage. These 

TVs flow structures are typical flow fields in the half ducted propeller fan. The length of the 

TV trajectory and the blade pitch for the 2-blade propeller fan were longer than those for the 

4-blade propeller fan. The vorticity strength of the TV near the adjacent blade for the 2-blade 

propeller fan was weaker than that for the 4-blade propeller fan. Because the vorticity 

strength of the TV for the 2-blade propeller fan decayed greatly as the flow went downstream. 

Figure 4 shows a comparison of static pressure fluctuations on the pressure surface. 

The pressure fluctuations are normalized by the tip speed and the density. The pressure 

fluctuation near the tip of the trailing edge of the 2-blade propeller fan was weaker than that 

of the 4-blade propeller fan. Because the weaker TV vorticity strength and the longer 

distance were suppressed the interaction between the TV and the adjacent blade in the 2-

blade propeller fan. Aerodynamic noise was related to unsteady force according to Curle’s 

equation defined by equation (1) (Howe, 2003). 

𝑝𝑑 ≈
𝑥𝑖

4𝜋𝑐0|𝑥|
2

𝑑𝐹𝑖

𝑑𝑡
(𝑡 −

|𝑥|

𝑐0
)    (1) 

Here, pd is the dipole sound pressure, c0 is the sound speed, xi is the observation 

point, t is the time, and Fi is the unsteady force exerted on the fluid by the body. In this study, 

the body was the impeller. The aerodynamic noise was calculated at the same point as the 

measured one, 1 m away from the impeller on the rotating axis. The unsteady force was 

caused by the pressure fluctuations. Weaker pressure fluctuations made the 2-blade 

propeller fan more silent than the 4-blade propeller fan.  

Figure 5 shows a comparison of distance between the TV and the adjacent blade. 

La indicates the distance shown in Figure 3. Horizontal axis indicates a tangential coordinate, 

the product of radius R and angle. The distance has a minimum value in each propeller fan. 

The minimum value in the 2-blade propeller fan was four times longer than that in the 4-

blade propeller fan. 
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Figure 6 shows a relationship between the minimum distance of the TV and the 

adjacent blade, the vorticity at the minimum distance point, and the aerodynamic noise. The 

aerodynamic noise showed the experimental results. The distance was so far that the 

aerodynamic noise was small. Moreover, the vorticity was so small that the aerodynamic 

noise was also small. As a result, the minimum distance between the TV and the adjacent 

blade, and the vorticity at the point were dominant parameters in the aerodynamic noise. 

 
Figure 3: Vortex cores colored with normalized helicity 

 and streamline around TV colored with vorticity. 

 

Figure 4: Comparison of static pressure fluctuations on pressure surface. 
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Figure 5: Comparison of distance between TV and adjacent blade. 

 
Figure 6: Relationship between minimum distance of TV and adjacent blade, vorticity at 

the minimum distance point, and aerodynamic noise. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

183



Second International Symposium on Flutter and its Application, 2020 

 

3.2  Relationship between tip vortex and bell mouth  

Figure 7 shows relationship between TV colored with vorticity and bell mouth. A 

blade length of the 2-blade propeller fan was longer than that of the 4-blade propeller fan. 

The point at which TV rolled up was therefore far from the inlet of the bell mouth in the 2-

blade propeller fan. The vorticity strength of the TV near the inlet of the bell mouth of the 2-

blade propeller fan was weaker than that of the 4-blade propeller fan. Because the vorticity 

strength of the TV decayed greatly as the flow went downstream. Circle A was the region in 

the minimum distance between the TV and the bell mouth. 

Figure 8 shows a relationship between the minimum distance of the TV and the bell 

mouth, the vorticity at the minimum distance point, and the aerodynamic noise. Lb indicates 

the distance shown in Figure 7. As with the relationship between the TV and the adjacent 

blade, the distance was so far that the aerodynamic noise was small. Moreover, the vorticity 

was so small that the aerodynamic noise was also small. As a result, the minimum distance 

between the TV and the bell mouth, and the vorticity at the point were dominant parameters 

in the aerodynamic noise. 

 

Figure 7: Relationship between TV colored with vorticity and bell mouth. 
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Figure 8: Relationship between minimum distance of TV and bell mouth, vorticity at the 

minimum distance point, and aerodynamic noise. 

4  Conclusions  

Flow fields in the half-ducted propeller fans for the outdoor units of air conditioners 

were calculated with Large Eddy Simulation based on finite element method with the aim of 

investigating the influence of tip vortex on aerodynamic noise in this study. Flow structure 

and aerodynamic noise of 2-blade and 4-blade propeller fans were studied. The three main 

results can be summarized as follows: 

(1) The minimum distance between the tip vortex and the adjacent blade, and the vorticity 

at the point were dominant parameters in the aerodynamic noise. 

(2) The minimum distance between the tip vortex and the bell mouth, and the vorticity at 

the point were also dominant parameters in the aerodynamic noise. 
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Blade flutter is one of the main issues that designers of modern gas-turbine engines and 
steam turbines encounter. As a rule, blade flutter is analysed using simplified empirical 
criteria obtained based on the experience of design and testing of engines. 

In this paper we study the effect of several design parameters on prediction of blade 
flutter in compressors of gas-turbine engines: the radial gap between the blade and the 
casing, the axial gap between the guide vane and the blade, the guide vane angle, the inlet 
pressure non-uniformity, and the mounting tension force in the blade shroud. Simplified 
empirical and probabilistic criteria are not applicable to evaluation of these parameters, which 
is why a numerical algorithm for flutter prediction based on the energy method is used.  

The numerical algorithm is as follows [1]. We assume that the influence of the airflow on 
the blade natural modes is insignificant and leads only to aerodynamic damping, positive or 
negative; a condition that is almost always met for compressor blades. Therefore we can 
compute natural mode shapes and frequencies using standard methods and then simulate 
unsteady flow at given oscillations of the blade. As a result, the work done by unsteady 
pressure over one oscillation cycle is calculated (Eq. 1): 

 𝑊𝑊 = ∫ ∫ 𝑝𝑝(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡)𝒏𝒏(𝑥𝑥,𝑦𝑦, 𝑧𝑧, 𝑡𝑡)𝒗𝒗𝑆𝑆
𝑡𝑡0+𝑇𝑇
𝑡𝑡0

(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡)𝑑𝑑𝑑𝑑𝑑𝑑𝑡𝑡, (1) 

where T is the oscillation period of the blade, S is the blade surface, p is the pressure, n is the 
normal to the blade surface, and v is the velocity of the blade points. We neglect the viscous 
stresses in the air, because they usually do not affect the flutter boundaries. With this 
approach the flutter criterion is the sign of the work W.  

The airflow model consists of three successive blade passages of one wheel. To 
calculate the transient airflow, the initial and boundary conditions are set from the steady flow 
calculated for the whole compressor and verified by full-scale engine tests. Mesh 
displacement in the form of travelling wave corresponding to the wheel natural mode with a 
specified number of nodal diameters is applied to each blade surface.  

It is shown that the inter-blade tension has a significant influence on the flutter 
boundaries, while the effect of other design parameters under investigation is minor. The 
results can be used for efficient flutter suppression in compressor and turbine blades. 

The work is supported by RFBR grants 18-01-00404 and 18-31-20057. 
 

1. Vasily V. Vedeneev, Mikhail Kolotnikov, Pavel Makarov. Experimental validation of numerical blade 
flutter prediction// Journal of propulsion and power. 2015. Vol. 31. No. 5. P. 1281-1291.  
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Coupled-mode flutter in wind turbine blades has been investigated theoretically, with 

evidence suggesting that it can occur in wind turbine blades when the third flapwise and the 

first torsional modes are coupled.1 Despite this prediction, coupled-mode flutter has not been 

observed experimentally in full-scale or small-scale wind turbine blades. Here, we present 

experimental evidence of coupled-mode flutter in a parked wind turbine blade, which is a 

scaled down version of the NREL 5 MW wind turbine blade. The original NREL 5 MW design 

has a length of ~61 meters, and the scaled down version that we have built for the present 

tests had a length of ~2 meters. The length of the blade was dictated by the size of the test 

section in the wind tunnel where we conducted the tests. While the two-meter blade is much 

smaller than the original NREL 5 MW blade, it is still considered rather large-scale for typical 

small-scale experiments. We designed and built the model blade such that the ratios of its 

flapwise natural frequencies to the first torsional natural frequency remained the same as 

those of the original blade. The blade was placed in the test section of the Wall of Wind’s wind 

tunnel (located at the Florida International University) with a test section of 4.3 m x 6 m and a 

maximum wind speed of 60 m/s. The blade was clamped at its root and could not rotate, 

resembling a wind turbine blade that is parked in anticipation of severe weather.   

The response of the blade was measured through two bending and one torsion strain 

gauges along the length of the blade and two accelerometers at the tip of the blade measuring 

accelerations in the flapwise and edgewise directions. Argand diagrams were produced from 

the strain gauge data for wind speeds before the onset of instability and it was observed that 

the third bending and the first torsional frequencies moved toward each other as the wind 

speed was increased and merged at a critical wind speed, giving rise to coupled mode flutter. 

Amplitude plots showed increasing displacement amplitudes for increasing wind speeds for 

wind speeds larger than the critical one. Oscillations were observed through the length of the 

blade, where a combination of flapwise and torsional motions was visible in the response. For 

very large wind speeds, oscillations purely in the torsional direction were observed, suggesting 

the possibility of stall flutter at these wind speeds.   

 

 

 

 

 

 

 

 

 

1. Pourazarm, P., Modarres-Sadeghi, Y., & Lackner, M. (2016). A parametric study of coupled-mode 

flutter for MW-size. Wind Energy, 19, 497–514. 
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Due to large diameter and 3D design, modern jet engines fan blades are more prone to
flutter. Two contributions drive stall flutter events: (i) the variation of incidence due to reflected
acoustic waves upstream of the fan, which can be modelled by 1D acoustic model and (ii) the
competition of shock-waves, pressure waves and boundary layer separation due to the blade’s
vibration. This work contributes to the understanding of this second contribution.

An Unsteady Reynolds-Averaged Navier-Stokes (URANS) compressible solver with moving
grid is used to compute the unsteady flow around a vibrating fan blade over a large range of
rotational speeds. Harmonic displacement of the blade is imposed in first flap mode with two
nodal diameters.

Aerodynamic damping coefficient is plotted along mass-flow in Fig. 1 for different rotational
speeds. All the rotational speeds exhibit positive aerodynamic damping close to design speed,
which denotes aeroelastic stability, and negative damping close to stall, in the flutter bite
region. Insights on the onset of flutter are obtained by analysing the local work distribution
and by decomposing the modeshape in the radial direction. At high-speed (Mtip = 1.13),
the destabilising shock-wave contribution decreases with mass-flow, reaches a minimum and
increases. The source of this non-monotonic behaviour is the phase variation of the pressure
waves generated at the trailing edge (two-dimensional mechanism). At part-speed (Mtip =
0.91), pressure wave generated below the shock-wave migrate radially toward the tip, where
they trigger an unstable oscillation of the shock-wave (three-dimensional mechanism). Our work
suggest that unstable events encountered in the same flutter bite can have different onsets.

Figure 1: Aerodynamic damping along mass-flow for different rotational speed.
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The continuous trend to reduce the weight characteristics of aircraft engines leads to an
increase in their vibration loading on the blades and contributes to the emergence of dangerous
aero-elastic processes (flutter, rotating stall, resonant oscillations of the blades, surge). The
pressure increasing in the stage and using blisks is characteristically for aircraft engines of the
5th and subsequent generations of engines, but this increases the aerodynamic load and reduces
the vibration damping of the structure.

The aeroelastic processes in gas turbine engines are characterized by a complex interaction
of gas flow and oscillating blades. The modern methods of designing gas turbine engines do
not completely eliminate the emergence of dangerous aeroelastic oscillations in them due to
the difficulty of predicting unsteady aerodynamic strength acting on the blades. The dangerous
oscillations of the blades can occur depending on the action of unsteady aerodynamic strength
and a combination of input and dissipated energy. Aeroelastic vibrations can occur under any
mode of operation of an aircraft engine under certain conditions. Therefore, reliable early
diagnosis of their occurrence and diagnosis of the type of oscillations in experimental research
are an urgent problem.

The experts of department "Dynamics and Strength" (CIAM) have extensive experience
in experimental studies of aeroelastic processes in gas turbine engines on CIAM stands and
industrial plants using new technologies for processing and analyzing dynamic signals. In par-
ticular, methods for diagnosing blades flutter and other types of blade oscillations as part of an
axial turbomachine were developed and patented, which are currently being successfully used in
experimental studies of the dynamic strength of engine blades for various applications on CIAM
stands and industrial plants.

The development of measurement and computational technologies over the past decade
has given impetus to the development of new technologies for processing, analyzing and three-
dimensional representation of the aeroelastic processes research results in gas turbine engines
using algorithms based on fast Fourier transform, wavelet transforms and probabilistic-statistical
methods.

At present, the computational capabilities of modern measuring equipment make it possible
to carry out a spectral-correlation analysis of blades oscillations with a 3D display of relative
spectral-phase and correlation characteristics in the research of the aircraft GTE parts dynamic
strength.

The applying of modern technologies for processing and analyzing dynamic signals to study
dangerous aeroelastic processes in gas turbine engines makes it possible to more effectively
identify diagnostic evidence of flutter, rotating stall, surge and resonant oscillations of blades
at an early stage, and, consequently, increase the reliability of gas turbine engines.
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The laminar to turbulent transition occurring on marine propeller blades is known to be crit-
ical for the body performance and its structural integrity. Previous experimental laboratory re-
searches have shown that under relatively high Reynolds numbers (Re = 300, 000 to 800, 000),
highly transitional flows are observed on laminar propeller section, which induces important
structural vibrations with low damping, that can in some case get close to the resonance[1].
However, these experiments are mainly based on wall pressure and vibration measurements,
and hence the interaction process has not been clearly identified and understood, and requires
numerical and/or experimental observation of the boundary layer flow. The objective of this
paper is to numerically investigate the behaviour of Laminar Separation Bubble(LSB) induced
vibration on a NACA66 hydrofoil section. For this, a massively parallelized open source DNS
code NEK5000[2] is used to solve the boundary layer flow. As shown by figure 1, the DNS
domain is reduced to the near wall region, and velocity profiles are taken from the URANS
calculation, implemented at the boundaries to reproduce the adverse pressure gradient inducing
laminar separation. To study the transition induced vibration, a one degree of freedom system
(1DOF) is considered at the elastic axis of the hydrofoil in order to reproduce the motion of
a section, induced by the natural torsional mode. As a consequence, an equation of motion
which consists of Inertia, stiffness and damper and the hydrodynamic loads(torque) computed
by DNS is implemented inside Nek5000 . Hence, this numerical setup will allow to investigate
the interaction between highly transitional flow and the pitching vibrating mode of a hydrofoil.

Ve
lo
ci
ty

UR
A
N
S
=
(u

x
,u

y
)

RANS domain

5c c 8c

0.5c

 
0.05c

x

y

z

Ze
ro

gr
ad

ie
nt

 
0.25c

Periodic

Periodic

Figure 1: The simulation domain with classic support of the hydrofoil on translational and rotational
spring-damper system.

191



Prior to the FSI case, two forced pitching cases are studied on NACA66 hydrofoil at
Re=450,000. The hydroil foil is forced according to experimentally observed frequency and
amplitude of vibration to study the effect of vibrations on wall pressure fluctuations and tran-
sition mechanism .
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Figure 2: Simulation results of NACA66 at Re=45,0000.

1 A. Ducoin, J.A. Astolfi, M.L Gobert (2012). An experimental study of boundary -layer transition
induced vibrations on a hydrofoil, Journal of Fluids and Structres,32 , 37-51.
2 P. Fishcer, M. Schmitt, and A. Tomboulides (2017). Recent developments in spectral element
simulations of moving-domain problems, 213-244.

192



Second International Symposium on Flutter and its Application 
 

Aerodynamic characteristics of wind turbines with various 
cross-sectional tower shapes 

 
Y.C. Kim1 and Y. Tamura2 

 
1Tokyo Polytechnic University, Atsugi, Japan, kimyc@arch.t-kougei.ac.jp 
2Chongqing University, Chongqing, China, yukio@arch.t-kougei.ac.jp 

 
Keyword: wind tunnel test, wind turbine, wind pressure, modular tower 
 

Since the late 1990’s, introduction of wind turbines became active in Japan and their 
application has become more popular because of the environment-friendly characteristics in 
producing electricity. Traditionally, wind turbines with circular cross-section tower have been 
used1, but weaknesses of circular cross-section tower have been pointed out recently as 
upsizing of wind turbines. The main weaknesses of circular cross-section tower include the 
problems related with manufacturing, decrease in strength and problems related with land 
transportations. 

For the problems mentioned above, the concept of modular towers which will be 
assembled in the site was proposed. For most modular towers, the cross-sectional shapes 
are polygon such as octagon and/or tetradecagon, not simply circle, but their wind-resistant 
performance have not been clearly investigated. 

In the present paper, the effect of cross-section of tower was investigated using wind 
tunnel test for 5MW wind turbine as shown in Fig. 1 and seven polygonal cross-sections  
were used and shown in Fig. 2, including square helical shape (not shown in Fig. 2). During 
the tests, pitch angle, wind direction and azimuth angle were considered as test parameters 
as well as cross-sectional shapes. Specifications of wind turbine were summarized in Tab. 1. 

 

 

Figure 2: Cross-sectional shape (● is pressure tap). 

Table 1. Specification of wind turbine. 

Rated power 5MW 

Rotor orientation Upwind 

Configuration 3 blades 

Control Pitch  

Hub height 90m 

Rotor / blade 124m / 60m 

Overhang 5m 

Figure 1: Wind turbine model. Shaft tile 5º 

1. Totsuka, Y., Imamura H., & Yde, A. (2016). Dynamic behaviour of parked wind turbine at extreme 

wind speed. First International Symposium on Flutter and its Application, Tokyo, Japan, 575-584. 
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Flutter in axial flow (panel, pipe, flag)
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Abstract

It is well known that the nonlinear response of a (beam or) plate is sensitive to the assumptions
made about the in-plane boundary constraints. This is true for any static or dynamic loading
and especially for aerodynamic loadings that may lead to a dynamic instability (�utter) and
limit cycle oscillations. In the prior literature the two limiting cases of complete constraints
(zero displacement) and no constraint (zero stresses) at the boundary have been considered.
In this work, a mathematical and computational model for the more general case has been
created to allow for the full range of in-plane boundary constraints to be considered. This is
of fundamental interest, but also of considerable practical interest in that physical structures
usually fall somewhere between the two limiting cases. Comparisons between the present and
prior models provide new insights into these issues.

Keyword: structural dynamics, �uid-structure interaction, panel �utter, hypersonic, piston
theory.

1 Introduction

Nonlinear �uid-structure interaction of plates in hypersonic and supersonic �ows has been an
active �eld of research in the past 60 years [Mei et al., 1999, McNamara and Friedmann, 2011].
The coupling of �uid and structure in this �ow regime challenges the existing structural models
with complicated pressure and thermal loads, while the interaction of shock-wave, boundary-
layer and structure complicates the problem even further [Clemens and Narayanaswamy, 2014].
Experimental, theoretical and computational studies have been conducted to better under-
stand panel �utter in hypersonic �ow and make it possible to accurately predict the onset of
�utter and properties of limit cycle oscillations at post-�utter conditions utilizing linear and
nonlinear models [Bismarck-Nasr, 1996, Mei et al., 1999]. Flutter onset condition and LCO
properties were found to be sensitive to several e�ects studied extensively in prior literature.
Among those are panel curvature [Dowell, 1969], orthotropicity [Eslami and Ibrahim, 1986,
Nydick et al., 1995], in-plane loads [Yuen and Lau, 1991, Hess, 1970], transverse boundary
conditions, temperature di�erential (and its distribution) [Nydick et al., 1995], static pressure
di�erential [Ventres and Dowell, 1970, Kappus et al., 1971], and the plate's interaction with a
cavity [Dowell, 1963]. In this work, we focus on the in-plane boundary constraints and its role
in the nonlinear statics and dynamics by deriving a general model for an arbitrary distribution
of elastic in-plane sti�ness constraint at the edges of a �at, rectangular plate.
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[Bolotin, 1963] was one of the earliest to propose a theoretical model that considered the
e�ect of di�erent in-plane boundary constraints in the context of nonlinear supersonic �uid-
structure stability (�utter and buckling). Bolotin coupled the Von Karman plate equations with a
linearized aerodynamic model to analyze the stability of plates and shells in supersonic �ow. The
structural model was formulated in terms of transverse displacement and the Airy stress function
eliminating the need for two tangent displacement components, but at the same time making it
challenging (or impossible) to impose constraints on the in-plane motion. The model was solved
by the Galerkin method and with an appropriate choice of modal basis function for the Airy
stress, the boundary condition for zero in-plane stress was satis�ed exactly. The more physically
accurate case of elastic edge constraint was introduced by averaging the normal component of
the tensile force on each pair of opposite edges and equating it to the mean average displacement
of the respective tangent component multiplied by the e�ective edge sti�ness. The importance
of in-plane constraints modeling was clearly noted in Bolotin's work, but the formulation of
the structural equations in terms of Airy stress instead of tangent displacement components
required simpli�cations and approximations to impose edge constraints which naturally reduced
the accuracy of the model.

Dowell utilized and expanded Bolotin's model in theoretical and experimental studies. The
e�ect of a cavity on one side of the plate was modeled by coupling the unsteady compress-
ible potential �ow equation with the plate dynamics [Dowell, 1963]. Flutter onset boundaries
and natural modes of vibration (with and without cavity) were correlated with experiments
in a wide range of supersonic Mach numbers [Dowell and Voss, 1965]. [Dowell, 1969] quan-
ti�ed the e�ect of curvature on two and three-dimensional plate's nonlinear dynamics in post
�utter conditions (and on �utter onset). [Ventres and Dowell, 1970] utilized the nonlinear
model in the Airy stress form to include static transverse and in-plane loads in �utter, limit
cycle oscillation and natural modes of vibration analyses. They demonstrated by theory and
experiment the sensitivity of the natural frequencies to a uniform static pressure di�erential
across the plate for two limiting cases of in-plane boundary restraints: zero stress and zero
displacement (as approximated by Bolotin). A comprehensive theory and experiment mono-
graph on the topic is given by [Dowell, 1974]. Theoretical and experimental results obtained in
[Dowell and Voss, 1965, Ventres and Dowell, 1970] are used for comparison in this work.

Recent experimental studies focused on shock-wave boundary-layer and structure interac-
tion demonstrated the importance of nonlinear structural dynamics of �at plates in hypersonic
�ow. [Whalen et al., 2019] measured the deformed shape of an all-clamped plate installed
on a compression ramp in a free stream �ow of Mach number 5.8 at varying ramp angles.
Variation of natural frequencies of the plate with ramp angle was measured and attributed
to the combined e�ects of aerodynamic heating, static pressure di�erential and �uid-structure
coupling [Freydin et al., 2019b]. [Spottswood et al., 2019] measured the plate's response to
turbulent, heated �ow with a static pressure di�erential load. Time series of the plate's de-
formation captured �utter onset, reaching high amplitude limit cycle oscillation and buckling
due to aerodynamic heating in the transient process of wind tunnel start. Shock wave im-
pinging on elastic plates in supersonic �ow was considered by [Willems, S. et al., 2013] and
[Beberniss et al., 2017]. Measurements obtained in these experimental studies demonstrate
how the complicated aerodynamic loads, both static and dynamic, lead to a highly nonlinear
structural response, prior and after �utter onset.

In this work, a theoretical computational model is derived which more accurately captures the
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nature of the problem than was previously possible. In the following sections, model derivation
is outlined and calculations made with the model are analyzed and compared with results from
prior literature.

2 Theoretical Model

The structural model derivation consists of formulating the elastic and kinetic energies of a �at
plate with general in-plane sti�ness distribution at the edges in terms of three displacement
components (in contrast to prior literature where the Airy stress function and a single transverse
displacement are employed). Eq. 1 describes the stretching and bending elastic energies, and
Eq. 2 is the elastic energy of in-plane sti�ness distributed along the plate's edges (which may
generally vary in space and time). Eq. 3 is the transverse kinetic energy.
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Next, the problem is transformed to modal structural coordinates in all three components.
The elastic and kinetic energies (where the in-plane inertia was neglected but is addressed in
[Freydin and Dowell, 2019]) in Eq. 1, 2 and 3 are transformed and the Lagrangian is formulated
in modal coordinates. Finally, Lagrange's Equations are used to obtain the equations of motion
(with aerodynamic and static pressure di�erential loads added as non-conservative work).

Neglecting the in-plane inertia leads to algebraic equations for the u and v displacement
components which allows the reduction of the system of equations to a form shown in Eq. 4.
The e�ect of in-plane edge constraint is expressed through the linear structural sti�ness matrix
G

(2)
nk and the nonlinear structural sti�ness tensor D

(2)
nkrs . Fig. 1 and 2 show schematic views of

the problem.

Mnkẅk + Aẇnk
ẇk + Awnk

wk︸ ︷︷ ︸
PT aerodynamics

+G
(2)
nk wk + D

(2)
nkrswkwrws︸ ︷︷ ︸

NL structural sti�ness

+ Qs
n︸︷︷︸

static pressure di�erential

= 0 (4)

Eq. 4 describes the �uid-structure system of equations of motion in modal coordinates with
important terms underlined. The system is either solved as an eigenvalue problem following a
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dynamic linearization about a nonlinear statically deformed plate or by direct time integration
of the full dynamically nonlinear model. Each approach has advantages and provides di�erent
information about the �uid-structure system. Fast computation times make the eigenvalue
approach suitable for design while direct time integration provides insight into nonlinear behavior
of the system in post �utter conditions and LCO.

Figure 1 � Top view of a clamped panel in a
free stream �ow with static pressure and
temperature di�erentials.

Figure 2 � Side view of a clamped panel with
in-plane sti�ness at the edges in a free stream
�ow and a cavity with stationary �uid. Cross
section at −b/2 < y < +b/2.

The full derivation is provided by [Freydin and Dowell, 2019] (see Acknowledgement), in-
cluding �rst order Piston Theory (PT) aerodynamics and a simpli�ed cavity model which only
includes the added sti�ness e�ect and neglects added mass. Previous work considered the simpli-
�ed models for zero-stress boundary conditions [Freydin et al., 2019b] and the one-dimensional
problem with arbitrary in-plane sti�ness at the edges [Freydin et al., 2019a] for experiment data
analysis and experiment design, respectively.

3 Results Including Comparison With Previous Literature

3.1 Buckling Due to Uniform Temperature Di�erential

When compressive stresses due to temperature di�erential become large enough, the panel
buckles. Physically, it is reasonable that for larger in-plane edge sti�ness values, the panel
should buckle for smaller temperature di�erentials because in that case a larger portion of the
compressive stress will be counteracted by the panel, and not the springs at the edges. Fig. 3
shows how the uniformly distributed temperature di�erential ∆TB for buckling varies with in-
plane sti�ness. For non-dimensional values of in-plane stress larger than 100, the temperature
for buckling approaches a value of ∆TB = 34.48K predicted by the zero in-plane displacement
model. As Ka

Eh
approaches closer to zero, ∆TB grows rapidly. According to results in Fig. 3, a

clamped panel which is free to slide in-plane is not likely to buckle. These results agree with
the physical intuition and quantify the in�uence of in-plane sti�ness.

3.2 Comparison with Bolotin Model for Zero Displacement Boundary Condition using Spatially

Averaged Boundary Conditions

The proposed theoretical model for an arbitrary in-plane sti�ness is compared with the nu-
merical and experimental works of [Ventres and Dowell, 1970] and [Dowell and Voss, 1965].
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Figure 3 � Uniformly distributed temperature di�erential for buckling vs normalized in-plane
sti�ness, a = 88.3mm, b = 88.9mm, h = 0.977mm, AISI 4140 steel plate

Theoretical models used in these works are the [Bolotin, 1963] model for exact zero in-plane
stress and spatially averaged zero in-plane displacement. The former represents the ideal case
of K → 0, i.e. completely free to move in-plane, and the later serves as an approximated
model for K →∞. Several di�erent comparisons are made to investigate the nonlinear e�ects
of in-plane boundary conditions on limit cycle amplitude past �utter onset condition, natural
frequencies increase due to static pressure di�erential and �utter onset condition change due
to static pressure di�erential.

In Fig. 4 and 5 is shown the limit cycle amplitude variation with normalized free stream
dynamic pressure for plates with edge length to width ratios of a/b = 1 and a/b = 2. The
�gures were created by time marching the system in Eq. 4 with a very small initial condition in
the �rst modal displacement until a constant amplitude response was reached. The e�ect of a
cavity was not included in this calculation. The agreement in �utter onset dynamic pressure is
good in both cases of length to width ratios. This result is consistent with the fact that in-plane
boundary conditions do not a�ect the linear stability of the �uid-structure system. Slightly after
�utter onset dynamic pressure, the new model with extreme values of K agrees well with the
idealized and approximated models of zero stress and zero displacement. But, as dynamic
pressure increases, the di�erence between the models grows. Note that the spatially averaged
zero displacement model predicts larger amplitudes at high λ values than the Ka/Eh = 100
case. This is physically consistent because the later model is more restricted in in-plane motion
than the former. Smaller and larger values for Ka/Eh in the considered range of λ did not show
signi�cantly di�erent amplitudes of limit cycle.

Fig. 6, 7 and 8 show natural frequency variation with static pressure di�erential of three
modes. The calculations were conducted by linearizing Eq. 4 about a static nonlinear de-
formation of the plate and solving the eigenvalue problem with zero thermal stress, no �uid
interaction and no cavity e�ect. A ratio of a/b = 2 was used in the calculations. Good agree-
ment is shown in Fig. 6 and 8 between the theoretical models and experiment. As was noted
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Figure 4 � Flutter amplitude at x/a = 0.75
vs dynamic pressure for a/b = 1,µ/M = 0.1

Figure 5 � Flutter amplitude at x/a = 0.75
vs dynamic pressure for a/b = 2,µ/M = 0.05

by [Ventres and Dowell, 1970], the experimental results lie closer to the zero stress case, i.e.
small Ka/Eh values. A value of Ka/Eh = 0.05 shows very good agreement between theory and
experiment in Fig. 6. The large and small values of Ka/Eh agree well with the idealized and
approximate models. Fig. 7 shows larger di�erences between the models and theory, but still
within a 10% di�erence margin.

Figure 6 � Mode (1,1) natural frequency
vs static pressure di�erential, a/b = 2

Figure 7 � Mode (2,1) natural frequency
vs static pressure di�erential, a/b = 2

Fig. 9 and 10 show �utter onset vs static pressure di�erential for two plate length ratios.
Plate naming convention follows de�nitions in [Dowell and Voss, 1965]. For example, the 20−
10−25 plate has length of 20�, width of 10� and thickness of 0.025′′. Due to panel installation,
the e�ective structural dimensions of both plates were 18.5′′ × 8.5′′, making the considered
ratios a/b = 0.46 and a/b = 2.18. Fig. 9 and 10 were obtained using the eigenvalue analysis
previously described but with the addition of Piston Theory aerodynamics, a simpli�ed cavity
model (added sti�ness), and zero thermal stress. The cavity static pressure was calculated
based on external �ow static pressure and the static pressure di�erential. Additionally, the
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Figure 8 � Mode (1,2) natural frequency
vs static pressure di�erential, a/b = 2

structural linear sti�ness matrix of the nominal plate was calibrated based on experimental data
in Tab. 1. Good agreement is shown in Fig. 9 between the new model with a small Ka/Eh
value and the experiment results. On the other hand, Fig. 10 shows that theory overestimates
the �utter onset dynamic pressure while the di�erent models agree well in the general trends.
An interesting behavior is predicted, as was noted by [Ventres and Dowell, 1970], that for
completely restrained edges the panel might �utter at a smaller dynamic pressure with the
increase of static pressure di�erential. This unexpected result disappears in this case when the
e�ect of the cavity is removed from calculations.

Lastly, Table 1 shows the natural frequencies of the two plates considered in Fig. 9 and
10 as measured in experiments and predictions obtained using the current model with and
without considering the e�ect of a cavity. The cavity e�ect was added in two di�erent levels of
accuracy. The �rst method utilized a simpli�ed model which only considers the volume change
in the cavity due to panel deformation. It was used to match the approach applied in the
studies used for comparison [Ventres and Dowell, 1970, Dowell and Voss, 1965]. The second
method is described in [Dowell, 1974] and provides a more accurate cavity model by considering
the wave equation for the cavity pressure �eld and imposing boundary condition at the moving
wall using Green's Theorem. For both "with cavity" columns, the nominal structural sti�ness
matrix was calibrated to match the values in the "Exp. No Cavity" column. In the simpli�ed
cavity model, natural frequencies of symmetric modes have increased while the antisymmetric
remained without change. This is because, as noted in [Dowell et al., 1977], the simpli�ed
cavity model neglects the e�ect of added mass but does include added sti�ness or compliance
of the �uid in the cavity. On the other hand, the full cavity model predicts changes in all modes
accounting for both e�ects which produces better agreement with experiment.

4 Conclusion

In this work, a theoretical and computational nonlinear structural (and linear aerodynamic)
model was derived in terms of single transverse and two in-plane components of displacement.
Physical e�ects typical to hypersonic �uid-structure interaction problems were modeled among
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Table 1 � Plate Natural Frequencies, theory and experiments [Dowell and Voss, 1965,
Ventres and Dowell, 1970]

Plate Mode Shape Frequencies (Hz)

(L-w-h)
Order
in (x,y)

Exp.
No Cavity

Exp.
With Cavity

Theory
No Cavity

Theory
With Cavity
Simpli�ed

Theory
With Cavity
Acoustic Eqn.

10-20-20

1,1 60 66 165
1,2 89 84 82 89 70
1,3 116 98 111 107 101
1,4 158 152 158 148
2,1 161 140 173 161 150

20-10-25

1,1 75 82 118 115
2,1 94 83 102 94 77
3,1 130 113 138
4,1 181 190
1,2 201 216

Figure 9 � Flutter dynamic pressure vs
static pressure di�erential for the
10-20-20 plate, a/b = 0.46

Figure 10 � Flutter dynamic pressure vs
static pressure di�erential for the
20-10-25 plate, a/b = 2.18

which are the static pressure and temperature di�erentials. Linear eigenvalue and nonlinear time
integration analyses were conducted. The linear eigenvalue method for stability and modal
analysis was emphasized and developed to include the e�ect of added sti�ness due to large
initial deformation which can originate from thermal and static loads.

Results obtained with the new model were compared to those found in prior literature, which
was based on approximated formulations of in-plane boundary conditions. Comparison between
the new model with small and large values of in-plane sti�ness produced good agreement with
the limiting cases found in the literature.

The new model provides a more accurate tool for design and theoretical-experimental corre-
lation and data analysis. Where previous works relied on approximations and limiting cases for
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the in-plane edge constraints, future researchers may calibrate the in-plane boundary sti�ness of
their model by correlation of measured and computed natural frequencies with the plate under
a static pressure load. The accuracy of in-plane edge sti�ness modeling is important whenever
nonlinear response, static or dynamic, is of interest. As shown throughout this work, accounting
for in-plane boundary conditions is an integral part of �uid-structure interaction in hypersonic
and supersonic �ow.
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Abstract  

Flexible sheets are used in many industrial applications. During the manufacturing 

processes of the sheets, flutter occurs due to the coupling of the sheet motion and airflow. 

The flutter causes severe quality defects, such as scratches and scattering of coated liquid. 

To avoid these serious defects, a detailed understanding of the fluttering mechanisms and 

characteristics is essential. In this paper, a nonlinear flutter analysis of a cantilevered 

rectangular sheet in uniform flow is performed. Post-critical behavior was examined by 

numerical simulation, and experiments were conducted to validate the model. 

Keyword: sheet flutter, self-excited vibration, nonlinear analysis, Doublet-point Method 

1  Introduction  

Flexible sheets(thin elastic plates) are used in many industrial applications such as 

polarizing films for liquid crystal displays (LCD). These sheets are made through many 

engineering processes, such as coating and drying. Under the processes, it is reported that 

flutter occurs to the sheet due to the interaction between the motion of the sheet and fluid 

flow, when the flow velocity of drying air flow becomes high. The flutter can causes severe 

damage to the sheet surface, including the scattering of coating liquids and scratches on 

the sheet surface. To avoid these serious defects, a detailed understanding of the fluttering 

mechanisms and characteristics is essential. 

Up to the present time, many theoretical studies analyzing the linear stability of the 

rectangular sheet in uniform flow are reported. These studies are divided into two 

categories : two-dimensional and three-dimensional analysis. For analysis of stability of the 

sheet which has large aspect ratio, many two-dimensional models assuming infinite span 

are developed (Huang ,1995), (Yamaguchi et al., 2000), (Watanabe et al., 2002). In addition, 

several three-dimensional studies targeted finite-span sheet have been reported (Eloy et al., 

2007), (Gibbs et al., 2012), (Hiroaki et al., 2015).   

On the other hand, several nonlinear studies are reported. Tang and Paidoussis (Tang and 

Paidoussis, 2007) and Chen et al. (Chen et al., 2014) performed nonlinear analysis utilizing 

a two-dimensional discrete vortex method. Tang et al. (Tang et al., 2003) have carried out 

analysis of a LCO (Limit Cycle Oscillation) response utilizing a three-dimensional linear 

vortex lattice method and nonlinear structural model. Moreover, Sawada and Hisada 

(Sawada and Hisada, 2007) developed a two-dimensional numerical model(Navier-Stokes 

solver) utilizing ALE finite element method. In the study, flow field around the fluttering sheet 

is analyzed in detail through the CFD simulation. Nevertheless, detailed characteristics of 

post-critical behavior and mechanism of the LCO are not sufficiently clarified. 

To a deeper understanding of these phenomena, this paper focuses on the development 

of a nonlinear fluid-stricture interaction model that includes nonlinear fluid frictional and 

damping forces. Flutter amplitude and frequency, and the work done by the fluid force 
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acting on the sheet surface were examined through the nonlinear analysis to understand 

the sustaining mechanism of the LCO. The validation of the developed model was 

performed by comparison with experimental results. 

2  Nonlinear flutter modeling and numerical methodology 

2.1  Analytical model of the sheet  

Fig.1 shows a schematic of a sheet in axial fluid flow. The upstream edge of the sheet is 

clamped and the others are free. The sheet is modeled as a cantilevered beam assuming a 

two-dimensional deformation (lateral deformation) of the sheet. The sheet has chord L, 

span b, thickness h and density ρs. The sheet is divided by quadrangular elements into N (= 

Nx×Ny ) in order to calculate fluid force acting on the sheet surface, where Nx is division 

number of x-direction and Ny is division number of y-direction. The fluid around the sheet is 

incompressible with density ρf and flowing in the x-direction with constant velocity U. 

Moreover, c denotes curvature coordinate along the sheet.  

 

Figure 1: Schematic of the analytical model of a sheet in uniform flow.  

2.2  Equation of motion of the sheet  

To take into account large deformation of the sheet, an appropriate nonlinear equation of 

motion of the sheet is developed shown in Eq.(1) using the Von Karman nonlinear beam 

theory based on the Hamilton’s principle (Tang and Paidoussis, 2007). The left hand side of 

the eq. (1) is nonlinear equation of motion of the sheet, where α is coefficient of material 

damping(assuming Kelvin-Voight type damping model) and D is bending stiffness D = 

Eh3/[12(1 - ν2)], where E and ν are Young’s modulus and the Poisson ratio, respectively. 

The right hand side represents the fluid force acting on the sheet surface. Note that the 

structural model is based on the inextensibility condition of axial direction. Unsteady fluid 

force acting on the sheet surface Δp is calculated by the Doublet-point Method (DPM) 

(Ueda and Dowell, 1982), (Ueda, 1987) based on three dimensional potential flow. 

Moreover, nonlinear fluid frictional force pf and nonlinear fluid damping force pd are 

introduced to include the effect of the fluid viscosity (fluid friction due to boundary layer on 

the sheet surface/flow separation).  
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2.3  Calculation of fluid force acting on the sheet surface 

The unsteady fluid force acting on the sheet surface is derived from unsteady lifting theory 

and discretized utilizing DPM. The complex amplitude of pressure jump distributions on the 

oscillating sheet surface Δp  and complex amplitude of up-wash velocity u  are related by 

the following Küssner’s singular integral equation, which is based on three-dimensional 

potential flow (Küssner, 1941).  

0 0

1
( , ) ( , ) ( , )

8 S
u x y Δp K x y d d   

 
             (2) 

S’ denotes the region of the sheet surface and the kernel function K(x0’, y0’) is given by 

0

0 0 2 2 3/2
( , ) ( , , ), ( , , )

{ }

sv
X

sx e
K x y e B s r X B s r X dv

v r




   

  (3) 

0 0,X x x r y y             (4) 

where s is the Laplace variable. Trailing vortex affects the up-wash distribution. Thus the 

up-wash induced between the two trailing lines of the horseshoe vortex is hidden in the r-2 

singularity of the kernel function K(x0’, y0’) . Therefore, the effect of wake is taken into 

account in the kernel function K(x0’, y0’). The prime symbols in Eqs. (3) and (4) denote 

dimensionless variables, are defined as follows by using velocity U and span length b. 

2/ , / , / , / , / , / , / , / ( / 2)fx x b y y b z z b b b b u u U Δp Δp U                      (5)                 

For the calculation of the unsteady fluid forces using DPM, doublet and up-wash points are 

located at the coordinates ( , )i i    and ( , )i ix y   of the divided elements respectively, 

and according to the 1/4~3/4 chord rule, as shown Fig. 2. With respect to Kutta condition at 

the trailing edge, as well as in the vortex lattice method, the 1/4~3/4 chord rule allows to not 

imposing directly the Kutta condition on the pressure distribution. Fluid force distribution on 

the divided elements is concentrated at the doublet point ( , )i i   . This means doublet 

sources of the strength ( , )i iΔp      are set at the doublet points, in which the elements 

have the area j . The kernel function K corresponds to an up-wash velocity field that is 

produced by a point doublet of the acceleration potential located at ( , )i i   , and the point 

( , )i ix y   is taken as representative for the whole up-wash distribution on an element 

surface. These assumptions make it possible to discretize the integral Eq. (2) into linear 

algebraic equations. The discretized fluid force is given by the following Eq. (6).  

( ) ( , 1 )Δ s i j N  p C u  (6) 

1{ ( , )} , { ( , )} , ( ) [ ] [ ( , ) ], ( ) ( )
4

j

i i j j i j i j i ju x y Δ Δ p s d x y s s
K

   





                  u p D C D  (7) 

Here, the up-wash velocity w  is calculated from a given oscillatory mode shape of the 

sheet ( , , )w x y t  . w  is the complex amplitude of oscillatory normal displacement of the 

sheet obtained by Galerkin decomposition.  
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Figure 2: Location of doublet and upwash point for calculation of fluid force. 
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2.4  Modal approximation 

Galerkin decomposition is applied to the Eq.(1). The lateral deflection of the sheet w can 

be written as  

1

( , ) ( ) ( )
mN

m m

m

w c t c q t


  (9) 

where 
m  denotes the mode function of the cantilever beam in vacuo, qm is generalized 

coordinate and Nm is number of Galerkin decomposition. Substituting Eq.(9) into Eq.(1) and 

multiplying by 
l  and integrating from c = 0 to L(chord direction) and from y = 0 to b(span 

direction), gives following nonlinear equation on the generalized coordinate q. In the 

equation, structural terms ML, KL, MNL and KNL are shown in previous paper (Tang et al., 

2003 ). 
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Fluid force matrix Q and generalized coordinate vector q are defined as follows: 

 ( ) lrs QQ                          (13) 

1 2[ ]
m

T

r Nq q q qq                 (14) 

Then, fluid force matrix Q shown in Eq.(13) belongs to the Laplace domain. Therefore, it is 

need to switch to the time domain in order to carry out time history response analysis. The 

fluid force matrix is approximated to a quadratic polynomial on Laplace parameter s shown 

in Eq.(15) by least-squares method.  
2

0 1 2( ) ( )s s ss s s  Q q Q Q Q q                  (15) 

0 0 1 1 2 2[ ], [ ], [ ]s s lr s s lr s s lrQ Q Q  Q Q Q               (16) 

Finally, the fluid force matrix shown in Eq.(13) is switched to the time domain as Eq.(17) by 

inverse Laplace transformation.  

0 1 2s s s  Qq Q q Q q Q q                       (17) 

2.5  Numerical method (time integration scheme) 

To carry out time integration, the Houbolt method (Semler et al., 1996) is adopted because 

the governing equation Eq.(1) contains nonlinear inertia term. Adopting finite difference 
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approximation by the Houbolt method, time derivative of generalized coordinate ( 1)k

iq   and 
( 1)k

iq   are expressed by Eq.(18). Note that the Houbolt method is forth order backward 

scheme and concluded that the method is efficient time integration scheme for dynamic 

analysis of flexible structures such as plastic films (Semler et al., 1996). Moreover, 

coefficients ( 1)

1

k

i   and ( 1)

2

k

i   are determined using the solutions of the previous time step 

qi
(k-2), qi

(k-1) and qi
(k). 

( 1)
2( 1)

1

( 1) ( 2) ( 1) ( ) ( 1) ( 1) ( 2) ( 1) ( ) ( 1)

2

1 1 3 11 1
( 3 ), ( 4 5 2 )

3 2 6 ( )
k
ik

i

k k k k k k k k k k

i i i i i i i i i iq q q q q q q q q q
Δt Δt








                     (18) 

Substituting Eq.(18) into Eq.(10) a set of nonlinear equations for ( 1)k

iq  , which are the 

unknown generalized coordinate at time step k + 1 are derived. Then, the nonlinear 

simultaneous equations (l = 1 - Nm) are solved by iterative calculation using the 

Newton-Raphson method. 
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2.6  Work done by fluid force acting on the sheet surface 

To investigate the sustaining mechanism of the LCO, the local work done by fluid force 

acting on the sheet surface is determined by following equation. In the equation, Pdp, Pf and 

Pd denote work done by fluid force determined by the DPM, work done by fluid friction and 

work done by fluid drag, respectively. 

0 0
( )

dp df

i i i i i i f i d

P PP

E w f dt w Δp w p w p dt
 

          (20) 

3  Experimental setup 

Fig.3 shows a photograph and a schematic of the experimental setup. Experiments were 

carried out in a vertical wind-tunnel to validate the results of the numerical simulation. A 

rectangular test sheet whose material is polyethylene is set in upstream side of the wind 

tunnel. The upstream edge of the sheet is clamped by two rigid support plates. The support 
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plates used in the clamped section are made of SUS304. The clamped section is 

processed into thin aerofoil to suppress flow turbulence. 

The vibration displacement of the sheet was measured by using a laser displacement 

sensor installed at the test section. During the experiment, the vibration displacement of the 

sheet was measured while gradually increasing the flow velocity of air. Then flow velocity U 

was measured using hot-wire probe. The flow velocity at which the flutter occurs is 

determined as a flutter velocity Uf and then dominant frequency ff is defined as a flutter 

frequency. Moreover, vibration modes of the fluttering sheet were visualized with a 

high-speed digital camera and a strobe light. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Photograph and schematic of the experimental setup. 

4  Calculation parameters 

Table 1 lists the parameters used in calculation. The division number of x and y directions 

were set to 15 and 13, respectively and number of Galerkin decomposition Nm
 was set in 4. 

These values are sufficiently convergent number. Additionally, three different values of Cf 

and Cd were used. Note that a Cd = 1.8 corresponds to a measurement value of a statically 

deformed sheet in air flow (Buchak, 2010).  

 

Table 1: Parameters used in calculation 
 

L [mm] 120 Cf 0.025, 0.05, 0.1 

b [mm] 60 Cd 1.5, 1.8, 2.5 

h [mm] 0.2 g [m2/s] 9.81 

Es [GPa] 3.2 Δt [s] 1.0×10-4 

νs 0.4 Nx 15 

ρs [kg/m3] 1380 Ny 13 

α 1.0×10-3 Nm 4 

ρf [kg/m3] 1.2   

5  Experimental results 

Fig.4 shows RMS displacement wRMS and flutter frequency ff of the sheet with changing 

flow velocity. In the figures, two results are shown: the first is the result which is gradually 

increasing flow velocity from 6.0m/s to 9.0m/s (shown in open circle) and the second is the 

Air Flow

Sheet
Laser disp. 
sensor

Wind-tunnel

Clamped
section

Sheet

Laser disp.

sensor

Airflow
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results which is decreasing flow velocity from 9.0m/s to 6.0m/s (shown in open triangle). 

Displacement was measured at a position which is 25mm from the trailing edge of the sheet. 

From the Fig.4(a), The amplitude of the sheet suddenly increased when flow velocity 

reached 7.5 m/s and continued increasing with increasing flow velocity. Then, there is no 

remarkable change of amplitude in the case of decreasing flow velocity. Therefore, the 

hysteretic behavior reported in previous study (Tang et al., 2003) is not observed in the 

present experiment. Moreover, flutter frequency increases monotonically with increasing 

flow velocity. 

 

 

 

 

 

 

 

 

 

 

Figure 4 : RMS displacement(a) and flutter frequency(b) with changing flow velocity. 

6  Analytical results and discussion 

6.1  Time history and spectrum of vibration displacement 

Time histories(a), spectrum(b) and modal amplitude(c) are shown in Fig.5 at flow velocities 

is 10.0m/s (30% higher than critical velocity). From time histories (Fig.5(a)), amplitude 

gradually increases and finally reaches limit cycle. Then, it is seen that single frequency is 

dominant from spectrum (see Fig.5(b)). In addition, a higher harmonic wave is weakly 

observed. Moreover, from Fig.5(c), the first two modal numbers significantly contribute to 

flutter amplitude, while the higher modes show little contribution. 

 

 

 

 

 

 

 

Figure 5 : Time histories(a), spectrum(b) and modal amplitude(c). 

6.2  Influence of coefficient of fluid drag Cd and friction Cf 

Fig.6 shows RMS flutter amplitude and frequency with changing flow velocity for various 

Cd and Cf. In the previous study, it is reported that Cd and Cf  depend on upwash 

velocity(normal flow velocity) induced on the sheet surface (Ehrenstein et al., 2014). 

Therefore, influence of Cd and Cf on flutter characteristics was investigated. From these 

figures, increasing of Cd and Cf decreases flutter amplitude. Then, critical velocity and flutter 

amplitude are in good agreement with experimental results shown in Fig.4. On the other 

hand, the order of flutter frequency is almost same value, but change tendency of frequency 

toward flow velocity has difference between analysis and experiment. The reason may be 

because the nonlinearity of the fluid force is not sufficiently considered in the present 
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analytical model : in the present model, the nonlinearity of fluid force is simply summarized 

in nonlinear fluid drag and frictional terms. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6 : Influence of Cd (a1), (a2) and Cf (b1), (b2) on flutter amplitude and frequency. 

6.3  Flutter modes 

Fig.7 shows photographs of observed flutter motion in experiment and calculation results. 

These visualizations of flutter modes were carried out at critical velocity and higher flow 

velocity (30% higher than critical velocity). From these results, experiment and theoretical 

predictions are in good agreement. Traveling-wave type modes are observed from both of 

experiment and analysis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7 : Flutter modes visualized in experiment and predicted by analysis. 
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6.4  Local work done by fluid force acting on the sheet surface 

Fig.8 shows the local work done by the fluid force at each position ((a):x = 0.028m, 

(b):x=0.062m, (c):x = 0.114m) on the sheet surface derived by the theoretical calculation in 

the case of U = 10.0m/s (27% higher than critical velocity). From the Fig.8(b1), the local 

work done is positive around the midstream region on the sheet. On the other hands, 

around the trailing edge of the sheet, the local work is negative (Fig.8(c1)). Moreover, the 

amount of work around the leading edge (Fig.8(a1)) is small compared to other positions. 

Thus, LCO is sustained by balancing of positive work around the midstream region and 

negative work around the trailing edge of the sheet. In regard to work done by fluid drag, 

negative work is dominant around the trailing edge (Fig.8(c4)) and largely contribute to 

sustaining of LCO. In addition, negative work by fluid friction is dominant at the middle of 

the sheet (Fig.8(b3)) which has high curvature. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8 : Work done by fluid force acting on the sheet surface at different positions (x). 

7  Conclusions 

In the present paper, we performed a nonlinear flutter analysis of a cantilevered sheet in 

uniform fluid flow. The analytical and experimental results are in good agreements for the 

flutter amplitude and mode. Moreover, the local work done by the fluid force acting on the 

sheet surface was determined. The results obtained in present study are summarized as 

follows:  
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the higher modes show little contribution.  

(2) Increasing of coefficient of fluid drag Cd and coefficient of fluid friction Cf decrease flutter 

amplitude. 

(3) LCO is sustained by balancing of positive work around the midstream region and 

negative work around the trailing edge of the sheet. 
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When both ends of an elastic sheet are clamped with shorter distance between the ends 

than its length, the sheet has a buckled shape. By using various external energy inputs such 

as point load1, capillary force2 and viscous flow force in a channel3, rapid transition from the 

one buckled shape to the other buckled shape can be induced, which is called as “snap-

through” motion. 

Here, we investigate the dynamics of the snap-through motion using an elastic sheet and 

a uniform flow. Periodic snap-through is observed beyond a specific critical free-stream 

velocity. The critical velocity can be obtained theoretically using the quasi-steady aerodynamic 

force model and the elastic beam model. Unlike the typical flag configuration which has one 

clamped end and one free end, in this configuration, compressive force should be considered 

additionally to maintain a balance between bending force and aerodynamic force. 

From scaling analysis, we found that dimensionless critical free-stream velocity derived 

from the equation of the motion was inversely proportional to length ratio to the power of a 

specific value, where the length ratio is a ratio of distance between two clamped points to 

sheet length. Additionally, we confirmed that the effect of mass ratio, relative magnitude of 

sheet mass against fluid mass, on the critical velocity was negligible, which indicates that 

snap-through instability is divergence instability. 

 

Figure 1: Flow-induced snap-through motion 
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Abstract

The experiments described in this paper aim to examine the global dynamics of inverted
flags and to explore the impact of periodic vortex shedding from the leading and trailing edges
thereon. The effect of vortex shedding from both leading and trailing edges was investigated.
It is shown that suppression of the leading and trailing edge vortices, and also inhibition of
the interaction between the two counter-rotating vortices (if they exist), resulted in relatively
small quantitative changes in the critical flow velocity, amplitude and frequency; but, the overall
dynamics of the system remain intact. More importantly, the large-amplitude flapping persisted
for all flags tested in the experiments.

Force measurements provide some insights into the relationship between vortex shedding
and large-amplitude flapping; a difference between the dominant frequency of the lift and that
of flapping was observed for some cases. Moreover, for heavier inverted flags, additional peaks
appear in the frequency spectrum of the lift signal, with amplitudes comparable to that matching
the dominant frequency of flapping.

The experimental results suggest that fluidelastic instability is the underlying mechanism for
the flapping motion of heavy inverted flags. The near-identical qualitative behaviour of normal
inverted flags and serrated ones with a splitter plate at the trailing edge suggests that the global
(or qualitative) dynamics of heavy inverted flags is independent of unsteady vortex shedding
from the leading and trailing edges; i.e., periodic vortex shedding is not the cause but an effect
of large-amplitude flapping.

Keyword: fluid-structure interactions, inverted flags, large-amplitude flapping, fluidelastic
instability, flutter

1 Introduction

This paper focuses the fluid-structure interaction (FSI) of a flexible thin plate in axial flow: a
cantilevered thin plate (or flag) of length L and height H subjected to a fluid flowing axially
with velocity U and directed from the free end towards the clamped one, otherwise known as an
‘inverted flag;’ see figure 1.

Inverted flags are known to exhibit large-amplitude periodic flapping around the undeflected
equilibrium. A number of studies on the dynamics of inverted flags suggest that the physical

217



Second International Symposium on Flutter and its Application, 2020

LEV1

TEV1

TEV2

LEV2

Figure 1 – Inverted flag in large-amplitude
regime, shedding leading-edge vortices (LEV)
and trailing-edge vortices (TEV) in the wake.

FxFz

Figure 2 – Experimental set-up for a serrated
inverted flag with the rigid splitter plate, show-
ing the measured forces at the flagpole, uti-
lizing a force balance.

mechanism underlying large-amplitude flapping may be Vortex-Induced Vibration (VIV) (e.g.,
Sader et al. 2016). In these studies, the flapping phenomenon is attributed to the periodic
formation and synchronized shedding of trailing-edge vortices (TEV) and leading-edge vortices
(LEV), which is a characteristic of VIV (see figure 1).

Although several aspects of the dynamics may be explained through the VIV mechanism,
there are some circumstances where vortex shedding, which plays a central role in VIV, may not
occur for a flapping inverted flag, hence posing a challenge to the credence of the VIV mechanism.
For instance, in an experimental study, Pazhani and Acharya (2019) investigated the effect of
leading-edge serrations. They found that the serrated flag does display large-amplitude flapping,
even though vortex formation and shedding from the leading edge was not observed. Moreover,
via a scaling analysis, Sader et al. (2016) predicted that VIV cannot occur for heavy flags or small
mass ratios1, yet large-amplitude flapping does. Goza et al. (2018) explored computationally
the physical mechanisms for large-amplitude flapping of inverted flags, concluding that for a
specific set of system parameters, large-amplitude flapping cannot be attributed to classical
VIV, and also for small-amplitude flapping. Finally, Gurugubelli and Jaiman (2019) performed
simulations in which a rigid splitter plate was attached to the flag trailing edge, thus suppressing
trailing-edge vortex shedding; they found that inverted flags undergo large-amplitude flapping
even though the interactions between vortices detached from the leading-edge at the cycle
extremities were eliminated – a prediction not yet verified experimentally, which is one of the
objectives of the present experiments.

The primary purpose of experiments described in this paper is to explore the correlation
between vortex shedding and the flapping mechanism; specifically, the qualitative and quantitative
effects of suppression of both LEV and TEV on the onset, frequency, and amplitude of flapping.

The paper is organized as follows. First, experiments with a rigid splitter plate attached
to the trailing-edge of the inverted flag are described (see Figure 2), aiming to evaluate the
importance of the existence of TEV and to examine the effects of forced disconnection between
counter-rotating LEV on large-amplitude flapping. Second, experiments with inverted flags with

1The fluid-to-plate mass ratio is defined as µ = ρfL/ρph; ρf and ρp being the mass density of the fluid and
plate, respectively, and h is the thickness of the plate. Small µ is associated with “heavy flags”.
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(a) (b)

Figure 3 – Experimental set-up for the inverted flag (a) without and (b) with the rigid splitter
plate.

a serrated leading-edge, similar to those used by Pazhani and Acharya (2019), are described.
These experiments explore the effects of simultaneous suppression of LEV and TEV. Finally, the
synchronization of lift and displacement and phase dynamics are studied.

2 Rigid splitter plate

The experiments were conducted in a subsonic wind tunnel with a fairly large test-section. The
flow velocity in the test-section was incremented in small steps, and the flag motion was recorded
via a high-speed camera at each step. An image processing technique was then utilized to
extract the time history of oscillations. Brass plates, i.e. ‘flags’ (H = 101mm, L = 198mm,
and thickness h = 0.38mm), as well as polycarbonate flags with different dimensions (see
Table 1) were used in the experiments. Experiments have been conducted with and without a
rigid splitter plate. The splitter plate was made from a plywood sheet of thickness hs = 10mm,
height Hs = 610mm, and length Ls = 1800mm, and was secured firmly to the walls of the
test-section (see figure 3); no significant motion of the splitter plate was observed during the
experiment, even at very high wind speeds.

Figure 4(a) shows bifurcation diagrams for the tip rotation of 160× 160 mm polycarbonate
flags C (circles) and flag D (diamonds), with the rigid splitter plate (filled symbols) and without
it (empty symbols). A slight reduction is seen for the flapping amplitude of the flag with
a splitter plate. This may be explained using observations made by Gurugubelli and Jaiman
(2019). In their computational study, the inverted flag with the splitter plate exhibits only two
counter-rotating vortices shed from the leading edge over the flapping cycle. The absence of the
trailing edge vortices, and the inhibition of vortex-vortex interaction leads to a larger pressure
distribution at the trailing edge and to a slightly smaller drag at the leading edge. This results
in a smaller bending moment, which in turn leads to a reduction in the curvature along the flag.

The frequency of oscillation is also reduced slightly when the splitter plate is introduced, see
Figure 4(b). For instance, the maximum reduction in flapping frequency for the h = 1.02mm
flag is at U w 20m/s, where the frequency is reduced by almost 8%. This may also be associated
with loss of the trailing edge vortices, caused by the rigid splitter plate. More specifically, the
trailing edge vortex formation and shedding accelerates the drop in the pressure distribution
over the flag, which consequently leads to a faster transition from maximum deflection from
one side to the other, hence to a higher frequency (see Gurugubelli and Jaiman (2019)).

3
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Figure 4 – Experimental results for inverted flags with L = H = 160mm and [ ] h = 0.76mm,
[ ] h = 1.02mm; (a) bifurcation diagram (b) variation of the dominant frequency in PSD with
the flow speed. The empty and filled markers correspond to the flags with and without the
splitter plate, respectively; the black and red symbols correspond to the wind speed sweep up
and down, respectively.

Figure 5 shows that the onset of large-amplitude flapping for all flags tested (except for flag
B) is delayed when the splitter plate is added. This may be linked to the pressure reduction close
to the leading edge of the inverted flag due to the splitter plate: the presence of the splitter
plate introduces a small additional damping to the dynamical system; consequently, the critical
flow velocity for large-amplitude flapping increases, and the flapping amplitude and frequency
become smaller at the onset of large-amplitude flapping.

However, all these differences are very minimal. The main and most significant conclusion
is that introducing a splitter plate has a minimal influence on the critical flow velocity for
large-amplitude flapping, its amplitude and frequency.

Flag Material L× H(mm) h(mm)
A Polycarbonate 150× 225 1.02
B Polycarbonate 150× 600 0.76
C Polycarbonate 160× 160 0.76
D Polycarbonate 160× 160 1.02
E Brass 198× 101 0.38

Table 1 – Labels and dimensions of pairs of
inverted flags tested in experiments with and
without the rigid splitter plate.

A B C D E
5

10

15

Inverted flags

U
i f(
m
/s
)

Figure 5 – Critical flow speed for the onset of
large-amplitude flapping of different inverted
flags with sweeping up the wind speed; [ ]
with and [ ] without the rigid splitter
plate.
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3 Serrated inverted flags

In order to further understand the effect of vortex shedding on the global dynamics of inverted
flags, a serrated leading-edge geometry (chevron) with height Hs = 10mm and width Ws =
10mm was introduced to polycarbonate flags of different aspect ratios, see Figure 6(a).

Using flow visualization techniques, Pazhani and Acharya (2019) have shown that this serrated
geometry produces small counter-rotating pairs of vortices, which suppresses the formation and
periodic shedding of vortices from the leading edge.

The Pazhani and Acharya (2019) experiments with serrated flags have been repeated in the
present study, with wider flags – to minimize three-dimensionality of the flow caused by the side
edges – also introducing a rigid splitter plate at the trailing edge of the flag to interrupt the
communication of the separated shear layers. Mainly, qualitative experiments were conducted.
Insofar as the onset and amplitude of large-amplitude flapping is concerned, the responses are
similar to those of normal inverted flags. For instance, the experimental results for flags of
A = 3.0 in figure 6(b) show no notable differences in the critical values of flow velocity and the
amplitude of oscillation, with and without the splitter plate and serrations.
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Figure 6 – Experiments with serrated inverted flags: (a) specimens used in the experiments with
a similar serration geometry but different flag dimensions, (b) bifurcation diagram for an inverted
flag with flat leading edge and no splitter plate (filled circles) and a serrated flag with the splitter
plate at the trailing edge (empty circles); both flags are ofA = 3.0. The black and red symbols
correspond to the wind speed sweep up and down, respectively.

The observed behaviour shows that, for the range of parameters investigated in these
experiments, the dynamical characteristics of inverted flags are not very sensitive to (i) the
formation and periodic shedding of vortices from the leading and trailing edges, and (ii) vortex-
vortex interaction (if any exists). Hence, another mechanism must be the cause of large-amplitude
flapping; namely, it may be a fluidelastic self-excited flutter.

4 Synchronization of lift and displacement and phase dynamics

Several experiments were conducted to measure simultaneously the forces acting on the flag
(i.e. lift and drag) and its motion. The phase difference between the time traces of the fluid
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Table 2 – Stainless-steel inverted flags with
H = 75mm, h = 0.08mm, and varying length
utilized in experiments.

Flag L(mm) µ A

A 100 0.21 0.75
B 70 0.15 1.07
C 50 0.10 1.50
D 35 0.07 2.14

FX

FZ

U

Figure 7 – Measured forces at the flagpole,
utilizing a force balance.

forces and flag displacements were examined. Moreover, the dominant frequencies of the fluid
forces were obtained.

These experiments were motivated by the observation made by Goza et al. (2018) for
large-amplitude flapping of heavy inverted flags. They reported that, compared to light flags,
several additional vortices are shed per cycle for heavy (low µ) ones, resulting in additional peaks
in the frequency spectrum of the lift signal. Moreover, the frequency associated with the largest
peak in the lift spectrum was different from that of the displacement spectrum. This led Goza
(2019) to refer to the large-amplitude flapping of massive flags as “not-classical VIV”.

In order to investigate experimentally the existence of synchronization between the lift force
and displacement for heavy inverted flags, stainless steel flags of varying length (hence, varying
mass ratio) were tested (see Table 2). The transverse (lift) and streamwise (drag) components
of the fluid flow force were simultaneously measured at the flagpole, utilizing an in-house built
aerodynamic balance (A Mini45-E Array Technology Incorporated Inc). Time traces of the lift,
FZ (0, t), and the drag, FX (0, t), components (see Figure 7) were collected at 1000Hz; the
sampling rate for the tip transverse displacement, w(L, t), was 160− 280Hz.

4.1 Frequency characteristics

Figure 8 shows the time traces and PSDs of w(L, t) and the lift signals for a stainless-steel
inverted flag with L = 100mm. In the PSD plots for the lift signal, the peaks are labeled
sequentially as fL1, fL2 etc. from lower to higher frequencies. As seen from figures 8(b,d),
higher harmonics of nearly the same magnitude as the main frequency, f1, appear in the PSD
of the lift, while the motion is periodic, supporting the Goza et al. observations discussed
above. By increasing the flow velocity, motion becomes chaotic-like at U = 8.3m/s; the loss of
synchronization with departure from a periodic behaviour can be seen in figures 8(e,f).

The spectrograms of the displacement and lift signals are presented in figures 8 (g) and (h),
respectively, showing an increase in dynamic activity and the presence of additional frequency
peaks in the lift dynamics with increasing U . The increase in number and the strength of higher
harmonics in the lift frequency spectrum suggests that the conjectured VIV-associated oscillation
is gradually replaced by another mechanism.

Figure 9 shows the time traces and PSDs for flags with (a,b) L = 70mm, (c,d) L = 50mm,
and (e,f) L = 35mm, respectively. Strikingly, the PSDs of lift and displacement show the same
frequency peaks (i.e., fL1 = f1), with the lift showing harmonics nearly equal or larger than the
dominant frequency of the motion. For example, the frequency associated with the dominant
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Figure 8 – (a,c,e) tip transverse displacement [ ] and the normalized lift [ ] at U = 5.7m/s,
U = 7.7m/s, and U = 8.3m/s; (b,d,f) associated PSDs for a stainless-steel inverted flag with
L = 100mm; (g-h) experimental spectrograms for the flag motion and lift, respectively – the
magnitude of the power spectrum is measured in dB.

peak in the displacement PSD plot shown in figure 9(d) for L = 50mm flag at U = 14.4m/s
is f1 = 18Hz, while the dominant peak in the lift PSD plot occurs at fL2 = 2f1 = 36Hz, and
subdominant peaks occur at fL1 = f1 = 18Hz, fL3 = 3f1 = 54Hz, and fL4 = 5f1 = 90Hz,
whereas the contribution of these harmonics in the flag oscillation is very weak. This indicates
that vortex shedding may be synchronized to a higher displacement frequency; in the present case,
the vortex shedding frequency is twice the flapping frequency, giving rise to a 1:2 synchronization.

4.2 Phase dynamics

It is known that in the case of VIV-driven motion of a circular cylinder in cross-flow, sharp
changes occur in the phase angle between the fluid forces and cylinder motion at resonance,
as the flow velocity is varied. In particular, the phase between the cross-flow force and the
transverse displacement of the cylinder jumps from near 0 to near π (refer to Khalak and
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Figure 9 – (Left) tip transverse displacement [ ] and the normalized lift [ ] for stainless-steel
inverted flags with (a) L = 70mm at U = 7.4m/s, with (c) L = 50mm at U = 14.4m/s, and
with (e) L = 35mm at U = 19.0m/s; (right) their associated PSDs.

Williamson 1999, Zhao et al. 2014, Seyed-Aghazadeh et al. 2017).
Here, the instantaneous phase difference between the time series obtained for the transverse

displacement of the flag and the lift are calculated using the Hilbert transform (Khalak and
Williamson 1999, Konstantinidis et al. 2019). The instantaneous phase is defined as φw(t) =
atan[w(L, t)/ŵ(L, t)] and φF(t) = atan[FL(0, t)/F̂L(0, t)], where ŵ(L, t) and F̂L(0, t) are the
Hilbert transforms of w(L, t) and FL(0, t), respectively. Next, the instantaneous phase lag,
φd(t), between the lift and the displacement is calculated as φd(t) = φF(t)− φw(t).

Figure 10 shows the variation of the time-averaged phase lag, denoted by φd, as a function
of the dimensionless flow velocity for flags A-D (table 2). In all cases, the time-averaged phase
difference never crosses 90◦ and remains bounded in the [0 50] range over the large-amplitude
flapping regime. The different values of the phase difference may well be due to the effect of
different values of structural damping for the different flags. Similar observations have been
made by Seyed-Aghazadeh et al. (2017) for triangular prisms in cross-flow, reporting that the
jump from ∼ 0 to ∼ 180◦ in phase difference between flow forces and the body motion did not
occur, and hence the oscillation was concluded to be of the galloping type.

The above observations suggest that flag motion and vortex shedding influence each other
reciprocally; however, vortex shedding does not appear to be the cause for flapping. The
large-amplitude flapping of short inverted flags accompanied by high-frequency vortex shedding
suggests that a fluidelastic excitation mechanism may be involved, and hence time-averaged
aerodynamic forces govern the motion. A similar conclusion has been reached for slender prismatic
bodies with bluff cross-section and sufficiently long afterbody by Nemes et al. (2012), Zhao
et al. (2014) and Seyed-Aghazadeh et al. (2017), among others.
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Figure 10 – Phase difference between transverse force (lift) and transverse displacement for
stainless steel inverted flags with [ ] L = 100mm, [ ] L = 70mm, [ ] L = 50mm, and [ ]
L = 35mm over the periodic large-amplitude flapping regime.

Additionally, these observations agree well with computational predictions of Goza et al.
(2018), reporting that the dominant frequency of lift (largest peak in the PSD plot) is higher
than that of the tip displacement, suggesting that the motion is not “classical VIV”.

5 Conclusions

Some experiments were described in this paper, aiming at examining the global dynamics of
inverted flags and, in particular, at probing the impact of periodic vortex shedding from the
leading and trailing edges thereon.

The effect of vortex shedding from both leading and trailing edges was investigated. It
was shown that suppression of the leading and trailing edge vortices, and also inhibition of
the interaction between the two counter-rotating vortices (if any exists), results in only minor
changes in the critical velocity, amplitude and frequency. The overall dynamics and features of
the system remained intact, and the large-amplitude flapping persisted for all flags tested in the
experiments, with TEV and LEV present or suppressed.

Force measurements provided some insights into the relationship between vortex shedding
and large-amplitude flapping; a difference between the dominant (peak) frequencies of the lift
and flapping was found in some cases. Moreover, it was shown that for heavier inverted flags,
additional frequency peaks appear in the lift frequency spectrum, with power as great as or larger
than that matching the motion dominant frequency. In addition, the lift and tip displacements
were found to be desynchronised in the chaotic-like flow regime for lighter flags.

The experimental results presented in Sections 2-4 suggest that a fluidelastic instability may
be the underlying mechanism for the flapping motion of heavy inverted flags. The near-identical
qualitative behaviour of normal inverted flags and those with a serrated leading edge and a
splitter plate at the trailing edge suggests that the global (qualitative) dynamical characteristics
of heavy inverted flags are not governed by the unsteady vortex shedding from the leading
and trailing edges. In other words, periodic vortex shedding is not the cause, but an effect of
large-amplitude flapping.

It is stressed that flow visualization was not carried out in the experiments with serrated flags
and the splitter plate. The wake behind the flag may display three-dimensional characteristics;
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yet, as reported by Pazhani and Acharya (2019), the dominant vortical features in the near wake
is broken down and the coherent formation and shedding of vortices is disrupted.

There are definitely potential connections, yet to be discovered in the future, between
the phase dynamics and the underlying mechanism for large-amplitude flapping. Further
investigations would be desirable to better clarify the distinction between VIV and the underlying
mechanism for large-amplitude flapping of heavy flags.
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Abstract

Numerical simulations were carried out for determining the flutter instabilities of a flag.
The flag is modeled as a Euler-Bernoulli beam and is coupled with the flow physics. The
detailed governing equations and the validation results are discussed in detail elsewhere1. The
dependence of flutter instability on the Reynolds number is studied in detail with respect to
flutter mode shape, flutter boundary, phase relations between foil shape and differential pressure.
With decrease in Reynolds number, the region in which flutter occurs decreases. There exists
a critical Reynolds number for a given mass ratio where the flag is immune to flutter. As
the mass ratio increases, the flutter mode changes. Near the region of flutter mode shift,
the flutter velocity, frequency, and amplitude change drastically. The effect of mass ratio and
Reynolds number on the envelope, mode shape, and vorticity flow contours is analyzed in detail
to understand the instability behavior.

Keyword: flutter, incompressible flow, DNS.

1 Introduction

The fluttering flag serves as a fundamental model for studying fluid-elastic interactions. Appli-
cations range from oro-nasal snoring, flutter of grasses and leaves, energy harvesting, to high
speed printing on paper. Typically, the fluid flow is low speed and therefore assumed incompress-
ible. The Reynolds number too is low and therefore laminar. The flag itself is either assumed
infinite span and fluid flow two-dimensional, or finite span and fluid flow three-dimensional.

One of the earliest experimental investigations on flag flutter was reported by Taneda (1968).
Flags were made from different material with different chord and span length. Some of the
key findings include: flutter frequency increases almost linearly with flow speed; the Strouhal
number of the fluttering flag oscillation frequency decreases as −1/2th power of the Reynolds
number; and that the critical Reynolds number at which the flag flutters is independent of the
mass ratio.

Potential flow analysis has been used to address flutter mechanism and flutter boundary in
literature(Alben and Shelley, 2008; Argentina and Mahadevan, 2005; Huang, 1995; Michelin,
Smith, and Glover, 2008; Watanabe et al., 2002a). The experimental studies on fluttering
flag are reported by Huang, 1995; Shelley, Vandenberghe, and Zhang, 2005; Watanabe et al.,
2002b; Zhang et al., 2000. Huang (1995) analyzed the flexible flat plate in relation to oro-nasal
snoring. The fluid loads were evaluated using Theodorsen’s classical solution and is coupled to
linear beam theory for analysis of flutter. The numerical results obtained using potential flow
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model matched well with experiments. Zhang et al. (2000) examined the stability of a filament
in a flow using a soap film experiment. They observed hysteresis effect from stationary state to
the flapping state by varying the length of the filament. They observed a von Kármán vortex
sheet for the stationary state and also that there exists a critical length where the filament
flaps in a sinusoidal motion giving rise to wake resembling Kelvin-Helmholtz instability. The
Reynolds number is of order 104. Watanabe et al. (2002a,b) studied the flutter of paper both
experimentally and numerically respectively. They too observed hysteresis.

Argentina and Mahadevan (2005) used incompressible potential flow for the fluid model
and linear bending theory for the flat plate to predict flutter boundaries of a flag. In this model
they introduced the tension of the plate, boundary layer effect, and three dimensional effects,
which were found to increase the stability of the system. Shelley, Vandenberghe, and Zhang
(2005) experimentally investigated the fluttering of flags. They too report hysteresis effect in
flutter. Alben and Shelley (2008) computationally investigated the flutter of a flag within an
inviscid fluid model. They captured hysteresis in the onset of flutter as reported in experiments
(Shelley, Vandenberghe, and Zhang, 2005; Zhang et al., 2000). The necking of the flutter
boundary is reported by Eloy et al. (2008) and Michelin, Smith, and Glover (2008). Eloy et al.
(2008) conducted experiments and Michelin, Smith, and Glover (2008) carried potential flow
based numerical experiments on a fluttering foil. Maître, Scanlan, and Knio (2003) used an
incompressible Navier-Stokes equations for flutter analysis of spring mounted NACA0012 airfoil.
They focused on the effect of Reynolds number and airfoil thickness on the flutter derivatives.
They observed that Reynolds number has insignificant effect on flutter boundary.

In this study, we consider a one dimensional flag in a two dimensional viscous incompressible
flow, and investigate the variation in flow velocity at which flutter occurs in as a function of
mass ratio. We have done this simulations at three different Reynolds numbers. Below a
Reynolds number of 200 the occurrence of flutter is rather rare. Moreover, as the Reynolds
number is lowered, the wave length of the shear layers shed from the oscillating flexible foil
changes; and there is considerably lower roll-up of the shear layers. The nature of the vorticity
contours are a function of the flutter velocity, frequency, amplitude, and Reynolds number.

2 Fluid-elastic model

The fluid model is a two-dimensional incompressible flow and the solid is a Bernoulli-Euler one-
dimensional model of flexure. The numerical implementation of the fluid dynamics is using a
sharp-interface immersed boundary technique and the Bernoulli-Euler solid model is discretized
using finite elements. Their dynamics are coupled using a predictor-corrector algorithm.

The equation of motion of the flexible foil is the Bernoulli-Euler model of a one-dimensional
elastic solid in flexure (Clough and Penzein, 1993)

m
∂2h(x , t)

∂t2
+ c

∂5h(x , t)

∂t∂x4
+ EIyy

∂4h(x , t)

∂x4
= ∆p(x , t)n̂ · k̂; 0 < x < L. (1)

The boundary conditions for the cantilever beam are the no-displacement and no-slope
condition at the fixed end and no-shear force and no-bending moment at the free end. Each
term in Equation (1) has the dimensions of pressure since we are considering a section of the
elastic foil to comply with the assumption of two-dimension fluid dynamics. h(x , t) is the elastic
transverse deflection of the beam in flexure. The amplitude, slope, curvature , and frequency
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Figure 1: Fluttering foil in a fluid flow

of the foil in oscillation are restricted by the assumptions inherent in the Bernoulli-Euler beam
theory. The parameters that define the flexural motion of the foil are: m is the mass per unit
length per unit span of the foil. EIyy is the flexural rigidity per unit span of the foil with E
denoting Young’s modulus of the material of the foil and Iyy is its sectional second moment of
area per unit span about the y axis of the coordinate system attached to the beam. c is the
damping coefficient per unit span of the material of the beam based on a model wherein the
damping force induced in the material of the beam due to vibration is proportional to the strain
rate. ∆p(x , t) is the pressure differential across the top and bottom surface of the foil due to
the unsteady fluid flow on the beam. n̂ is the vector denoting the normal to the neutral axis of
the foil.

The pressure ∆p(x , t) over the foil is computed using an incompressible Navier-Stokes solver
using a sharp interface immersed boundary technique (Mittal et al., 2008). The coupled elasto-
dynamic Equation (1) is solved using standard Euler-Bernoulli flexure finite elements. The
pressure calculated from the viscous flow solver is used in the finite element based structural
solver. At a given instant of time, the Lagrangian center point of the finite element of the
foil is surrounded by Eulerian grid points in the fluid. At every time step, after the flow solver
computes the pressure at the Eulerian nodes, the pressure at the Lagrangian center point of the
finite element is interpolated from the values of the pressure at the surrounding nodes of the
Eulerian grid. This value of pressure calculated at the center of the finite element is assumed to
be constant along the finite element. The details of the finite element and immersed boundary
method with validation examples, together with numerical implementation is given in (Mysa
and Venkatraman, 2016). The Reynolds number is defined with reference to the length of the
foil L; simulations were carried out at three different Reynolds numbers—1000, 400, and 200.

3 Results and discussion

We have arranged the results broadly as flutter onset characteristics, envelope shapes, and
vorticity contours. These simulations were conducted at three Reynolds numbers, namely,
1000, 400, and 200. The non-dimensional parameters used are the mass ratio µ = m/ρL;
the oscillation frequency ratio ω̄ = ω/ωc where ωc is the characteristic frequency or dynamic
stiffness; the fluid velocity Ū = U/Lωc ; the reduced frequency of oscillation of the flag k =
fL/U ; and the amplitude ratio Ā = A/L. Note that the Strouhal number can be expressed in
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terms of the reduced frequency of oscillation and the amplitude ratio Sr = Āk .

3.1 Flutter characteristics

Figure 2(a) shows the free stream velocity UL/ωc at which flutter onset occurs at a given
mass ratio. At a given value of mass ratio, for fluid free stream velocities below the curve, the
fluid-elastic system is stable or the response to an initial condition is decaying, and above the
curve the fluid-elastic system is unstable. Note that for Re = 1000, Re = 400, and 200 the
stability boundaries are almost the same with peaks occurring at almost the same mass ratio
and the flutter onset velocity displaced lower as the Reynolds number increases. However at
Re = 200 note that the flutter velocity shows a rather abrupt increase as we change the mass
ratio µ from 1 to 1.5, whereas at the other two Reynolds numbers, this abrupt increase occurs
as one goes from a mass ration of 1.5 to 2. As we see later, these abrupt changes occur with
transitions in flutter modes of displacement.

The non-dimensional amplitude A/L at flutter onset as function of mass ratio is shown in
Figure 2(d). These curves too follow the same trend as in the case of the flutter velocity except
that for a Reynolds number of 200 the amplitude peaks slightly earlier at a mass ratio of 1.5
rather than around 2 as in the case of Re = 1000 and Re = 400.

Figure 2(b) shows the frequency ratio at flutter onset f /ωc . For Re = 1000 the flutter
frequency peaks first at µ = 2.5; for Re = 400 the first peak occurs at µ = 4.3; and for
Re = 200 the first peak in the flutter frequency occurs much later between µ = 2 and µ = 3.
So, the observation here is that local maxima in flutter frequency do not coincide with the local
maxima for flutter velocity or flutter amplitude. Further note that as the Reynolds number
changes from 1000 to 400 there is no change in the frequency ratio curve. However, as we
move to a lower Reynolds number of 200 there is a definite change in the frequency at which
flutter occurs.

We discuss the reduced frequency at flutter onset fL/U first, as shown in Figure 2(c). The
reduced goes through a minima at those mass ratios where the flutter velocity has a maxima.

The Strouhal number fA/U is the product of the reduced frequency fL/U and the amplitude
ratio A/L. In fact we have place this Figure 2(e) just below that for the amplitude Figure 2(d)
to show that the Strouhal number maxima coincide very closely with those of the amplitude
ratio.

We also carried out simulations at Reynolds number of 100. We did not observe flutter at
the mass ratios that we simulated which corresponds to those we simulated for the Reynolds
numbers presented above. The inference that one draws from this is that the dissipation at low
Reynolds number prevents instability from setting in.

3.2 Displacement profiles

We view the displacement profiles during flutter in the vicinity of those mass ratios where one
observes an abrupt change in velocity or amplitude. We do this for all the three Reynolds
numbers.
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(a) Free stream velocity at flutter onset U/(Lωc) as a
function of mass ratio µ.

(b) Frequency ratio at flutter onset f /ωc as a function
of mass ratio µ.

(c) Reduced frequency at flutter onset fL/U as a func-
tion of mass ratio µ.

(d) Amplitude at flutter onset A/L as a function of mass
ratio µ.

(e) Strouhal number at flutter onset fA/U as a function
of mass ratio µ.

Figure 2: Flutter characteristics as a function of mass ratio for three different Reynolds numbers
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3.2.1 Re = 1000

We look at transitions in flutter velocity or the around µ = 2 and µ = 8 as shown in Figure 3.
As one can observe, there is definite change in the displacement profile as we move from µ = 1
to µ = 2. At µ = 2 one observes the appearance of a node-like behavior close to x/L = 0.4.
In fact, not shown here, at µ = 1.9 the displacement profile is closer to that at µ = 2 with
node-like appearance less prominent. Similarly at µ = 8 where the flutter velocity goes through
a sharp increase one notices the appearance of a node-like formation near µ = 3. In terms
of in-vacuo vibration natural modes, if one were allowed such an analogy, there is a transition
from mode 2 to mode 3 at µ = 2 and a transition from mode 3 to 4 at µ = 8.

3.2.2 Re = 400

Shown here are the displacement profiles for the first peak in the flutter velocity versus mass
ratio curve for Re = 400 shown in Figure 2(a). The abrupt change in flutter velocity occurs
close to µ = 2. We have shown the displacement profiles over one cycle of oscillation at
µ = 1.5, µ = 2, and µ = 2.5. Note the change in the displacement profile at flutter as the
flutter velocity changes abruptly. One goes from a mode 2 behavior to a mode 3 behavior as
one transits from µ = 1.5 to µ = 2, and remains in the same mode as we increase the mass
ratio from µ = 2 to µ = 2.5. At the next abrupt change in flutter velocity that occurs at a
mass ratio below µ = 8 the displacement profile shifts from mode 3 to mode 4 as one transits
through µ = 8.

3.2.3 Re = 200

At Re = 200 one observes a similar pattern in the qualitative change in the displacement profile
as one goes from µ = 1 through µ = 1.5 and again as it passes through an abrupt increase in
flutter velocity at a mass ratio close to µ = 7. We have shown here the displacement profile
for the mass ratio 2. The displacement profile is based on mode 2 natural vibration mode.

3.3 Vorticity contours

The vorticity contours should necessarily change as the mass ratio increases as these not only
change the flutter velocity and displacement profile of oscillation, but also change the frequency
and amplitude of oscillation. Note that vortex shedding over a moving boundary is strongly
influenced by the slope and curvature of that boundary.

3.3.1 Re = 1000

We show the vorticity contours here at two mass ratios µ = 1, in Figure 6, and µ = 2 in
Figure 7. Note the change in vorticity pattern shed from the upper and lower surface. For the
lower mass ratio case, the shear layer does not separate and there is no roll-up as the frequency
and amplitude are low, as well as the changes in slope are more gradual. At the higher mass
ratio of 2, there is an abrupt change in the amplitude and frequency of oscillation, and the
changes in slope are also many, resulting in the roll-up of shear layers.
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(a) µ = 1.0

(b) µ = 2.0

(c) µ = 3.5

(d) µ = 7.5

(e) µ = 8.0

(f) µ = 9.0

Figure 3: Displacement envelopes at flutter at Re = 1000 for different mass ratios
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(a) µ = 1.5

(b) µ = 2.0

(c) µ = 2.5

Figure 4: Displacement envelopes at flutter at Re = 400 for different mass ratios
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Figure 5: Displacement envelope at flutter at Re = 200 for mass ratio µ = 2

3.3.2 Re = 400

The vorticity contour for mass ratio µ = 2 is shown in Figure 8. If we compare this vorticity
profile with that at Reynolds number 1000, one notices that the wavelength of the undulating
alternate shear layer changes as we decrease the Reynolds number. Also at the lower Reynolds
number of 400 there is lesser roll-up of the shear layers.

3.3.3 Re = 200

As we go further down the Reynolds number range to Re = 200—Figure 9—the shear layers
shed from the oscillating foil are thicker, there is almost no roll-up of these layers, and the
wavelength further reduces.

4 Conclusions

Numerical simulations of a one dimensional flag in a two dimensional incompressible viscous
flow show changes in flutter velocity, flutter frequency, and flutter amplitude as the mass ratio
of the density of the elastic solid to the fluid density increases. The displacement envelopes at
the flutter values also show substantial changes. And consequently the vorticity contours also
change. Across Reynolds numbers as, as we go towards lower Reynolds numbers, there is a
definite thickening of the shed shear layer from the upper and lower surface of the flexible foil,
the wavelength of the vorticity decreases, and there is considerably less vortex roll-up.
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Figure 6: Snapshots of vorticity contours at flutter at Re = 1000 and mass ratio µ = 1
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Figure 7: Snapshots of vorticity contours at flutter at Re = 1000 and mass ratio µ = 2
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Figure 8: Snapshots of vorticity contours at flutter at Re = 400 and mass ratio µ = 2
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Figure 9: Snapshots of vorticity contours at flutter at Re = 200 and mass ratio µ = 2

239



Second International Symposium on Flutter and its Application, 2020

Clough, R. W. and J. Penzein (1993). Dynamics of strucutures. McGraw-Hill, Inc.
Eloy, C. et al. (2008). “Aeroelastic instability of cantilevered flexible plates in uniform flow”. In:

Journal of Fluid Mechanics 611, pp. 97–106.
Huang, L. (1995). “Flutter of cantilevered plates in axial flow”. In: Journal of Fluids and Struc-

tures 9, pp. 127–147.
Maître, O. P. le, R. H. Scanlan, and O. M. Knio (2003). “Estimation of the flutter derivatives of

an NACA airfoil by means of Navier-Stokes simulation”. In: Journal of Fluids and Structures
17.1, pp. 1–28.

Michelin, S., S. G. Llewellyn Smith, and B. J. Glover (2008). “Vortex shedding model of a
flapping flag”. In: Journal of Fluid Mechanics 617, pp. 1–10.

Mittal, R. et al. (2008). “A versatile sharp interface immersed boundary method for incom-
pressible flows with complex boundaries”. In: Journal of Computational Physics 227.

Mysa, Ravi C. and Kartik Venkatraman (2016). “Intertwined vorticity and elastodynamics in
flapping wing propulsion”. In: Journal of Fluid Mechanics 787, pp. 175–223.

Shelley, M., N. Vandenberghe, and J. Zhang (2005). “Heavy flags undergo spontaneous oscil-
lations in flowing water”. In: Physical Review Letters 94.9, 094302(1–4).

Taneda, S. (1968). “Waving motion of flags”. In: Journal of the Physical Society of Japan 24.2,
pp. 392–401.

Watanabe, Y. et al. (2002a). “A theoretical study of paper flutter”. In: Journal of Fluids and
Structures 16.4, pp. 543–560.

Watanabe, Y. et al. (2002b). “An experimental study of paper flutter”. In: Journal of Fluids
and Structures 16.4, pp. 529–542.

Zhang, J. et al. (2000). “Flexible filaments in a flowing soap fillm as a model for one-dimensional
flags in a two-dimensional wind”. In: Nature 408, pp. 835–839.

240



Second International Symposium on Flutter and its Application 

 

Flutter and drag of a highly deformable beam under flow 

 

T. Leclercq1, N. Peake2 and E. de Langre3 
 

1Ecole polytechnique, Palaiseau, France, tristan.leclercq@polytechnique.edu 
2DAMTP, University of Cambridge, United Kingdom, n.peake@damtp.cam.ac.uk,  
3 Ecole polytechnique, Palaiseau, France, delangre@ladhyx.polytechnique.fr 

 

 

Keywords: Flutter, reconfiguration, drag reduction 

 

 We consider the idealized case of a cantilevered beam in large bending deformation as a 

consequence of a uniform cross flow. This is numerically simulated using reduced order 

modelling of the flow (reactive and resistive force models) and of the beam (elastic model). 

Both static and dynamic deformations are considered. As the flow magnitude is increased, the 

bending of the beam results in a reduction of drag in comparison with that of a rigid beam: this 

is classically known as drag reduction by reconfiguration. But the large deformation of the 

beam also results in an alignment with the flow of the extremity, and a possibility of flag-type 

flutter. This is observed numerically above a critical threshold in terms of flow velocity. The flow 

induced flutter then results either in periodic limit cycle oscillation (see fig. 1, left) or in chaotic 

motion (fig. 1, right). As a consequence of flutter, drag is found to re-increase, but never over 

the drag of the rigid beam, except for some rare snapping events. A detailed parameter 

analysis shows that drag reduction by flexibility is robust to flutter1. The effect of the 

parameters on this dynamics will be discussed, as well as the localization of the maximum of 

stress.  

 

                Figure 1: Limit cycle of flutter motion of highly deformed beam under flow. 

Flow is from left to right 

 

 

 

1. Leclercq, T., Peake, N., & de Langre, E. (2018). Does flutter prevent drag reduction by 

reconfiguration?. Proceedings of the Royal Society A: Mathematical, Physical and Engineering 

Sciences, 474(2209), 20170678. 
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In this paper, a �exible cantilevered pipe discharging �uid into a �uid-�lled tank is considered.
The �uid exits the tank through a rigid tube shorter than the pipe, as shown in Fig. 1(a), forming
an annular region surrounding the pipe over its upper portion. This �ow con�guration models
one of the modi operandi for salt-mined caverns used for storage and subsequent retrieval of
hydrocarbons. The �ow velocity is required to be su�ciently high to ensure quick retrieval, but
without any instability of the pipe. In the present study, the dynamics of the pipe is examined
with increasing �ow velocity. The in�uence of varying the ratio of external to internal �ow
velocities r = Uo/Ui on stability is also investigated.

Experiments were conducted using a silicone-rubber pipe (length L = 431 mm, Do = 16
mm, and Di = 6.35 mm). For the annulus, L′ = 206.5 mm and Dch = 31.5 mm; hence, the
external �ow is con�ned over ≈ 50% of the length of the pipe. Two pumps were utilized to
control r . Five values of r = 0.055, 0.2, 0.4, 0.6, 0.8 were tested. For each r , the �ow velocity
was increased stepwise and the rms amplitude of oscillation of the free end of the pipe was
determined, as shown in Fig. 1(b). It was found that the pipe generally undergoes �utter at
Ucr ; increasing r has a severe destabilizing e�ect on the system. Theoretical analysis was also
undertaken, and theoretical predictions were found to be in fair qualitative and quantitative
agreement with experimental observations, as shown in Table 1.

Table 1: Critical �ow velocities, Ucr , in m/s, for di�erent r .
r 0.055 0.2 0.4 0.6 0.8
Experiments 5.61 1.76 0.99 0.63 0.35
Theory 7.17 5.84 1.16 0.59 0.39
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Figure 1: (a) Diagram of the system under study; (b) rms amplitude of ocsillation versus Ui .
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As power consumption of electrical devices grows continuously along with their reduced 

size and compact package, thermal management has always called for innovative cooling 

technologies to avoid the potential thermal damage. The placement of inverted flags [1] (free 

at the leading edge, but clamed at the trailing edge) in the channel flow, which are 

successfully excited into flapping motions at a low Reynolds number, can enable extreme 

gains in wall heat removal. This study experimentally determined flapping dynamics of dual 

tandem self-oscillating inverted flags and the resultant enhancement of wall heat removal. 

The highly unsteady flapping motion of the inverted flag was captured using a high-speed 

camera (Fig. 1) and identified by the structure boundary detection algorithm. The resultant 

temperature fields were determined by temperature sensitive paint measurement. The results 

show that the self-oscillating inverted flag in flapping mode exhibited the most energetic 

motion, with a maximum amplitude of 1.75 times of the flag length and a Strouhal number 

0.17. This significantly promoted heat removal from the heated wall, with a considerable local 

Nusselt number ratio exceeding 1.5. Tandem flags flapped synchronously with the same 

frequency at a low Reynolds number and a close distance G* between two inverted flags, and 

the phase difference depended linearly on separation distance. Increases in separation 

distance and Reynolds number led to decoupling behavior.  

 
Fig. 1 Flag flapping dynamics: (a) schematic diagram of experimental setup; (b) 

superimposed trajectory of the inverted flag; (c) profile of the inverted flag; (d) transverse 

displacement of monitor point. 

 

1. Chen, Y., et al., Heat transfer enhancement of turbulent channel flow using tandem self-oscillating 

inverted flags. Physics of Fluids, 2018. 30(7): p. 075108. 
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Aeroelastic instability of skin panels in supersonic gas flow, known as panel flutter, is 

divided two main types: single mode and coupled mode.  

The coupled-mode panel flutter occurs at high supersonic gas speed, while at low 

supersonic speed the single-mode flutter is dominating. A single-mode flutter regime is more 

energy-intensive and, thus, more dangerous. Our recent study [1] has shown that there are 

different types of single-mode flutter at small supersonic gas speeds. Some of these types 

include two, three or more natural modes and an internal resonance between them. 

Furthermore, different limit cycle oscillations can coexist at the same flow conditions because 

of linear growth mechanism and nonlinear interaction between growing eigenmodes. In that 

case one limit cycle can be transformed to the other by applying a small disturbance to the 

plate. In the work we study an effect of a disturbance applied to the plate. 

In this work we consider an interaction of an elastic plate with an external sub- and 

supersonic gas flow. The elastic plate is mounted to rigid plates parallel to the gas flow. The 

gas flow is varied while other parameters of plate and flow stay constant. The subsequent 

plate-flow interaction is calculated using two coupled software programs: Abaqus for 

simulating the plate deformation and FlowVision for simulating the gas flow. The interaction 

between the programs is organized through the direct coupling mechanism along the surface 

of the deformed plate. 

We investigate an effect of initial disturbance on the plate behavior. We investigate the 

effect of a small disturbance with combined modes and large disturbances with different single 

modes. We consider deviation, frequencies and energy of vibration of the plate depending on 

the Mach number of the flow and initial disturbance of the plate.  

 This work is supported by the grant of Russian Foundation for Basic Research (project 

18-01-00404). 

 

1. Shishaeva, A.S., Vedeneev, V.V., Aksenov A.A. (2015). Nonlinear single-mode and multi-mode 

panel flutter oscillations at low supersonic speeds. Journal of fluids and structures, 56, 

205-223.  
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In the years preceding the first manned moon landing within the Apollo 11 mission, extensive 

engineering was carried out on the Saturn V rocket that included, among others, thorough 

studies on an aeroelastic instability known as panel flutter. Under certain flow conditions, the 

damping of the aeroelastic system of a flow exposed plate or shell structure disappears and 

self-excited oscillations arise. As a result of the structure's nonlinear characteristics, those 

oscillations are usually of a limit cycle type and can lead to structural failure. 

Theoretical models developed in the 1960s and 70s provide satisfactory results for subsonic 

and high supersonic flows, but are inaccurate in predicting the aeroelastic behavior of those 

structures exposed to transonic flows. In the recent years, new fluid-structure interaction (FSI) 

methods by means of coupled computational fluid dynamics (CFD) and finite element method 

(FEM) computations have shown an increased accuracy in this Mach number range. 

Experimental data is required though to gain a deeper understanding of the underlying fluidic 

mechanisms and to allow for the validation of numerical approaches. 

 

The work at hand presents experimental data on the aeroelastic stability of plate and shell 

structures exposed to high subsonic and low supersonic flows. The performed tests comprise 

the measurement of structural deformation and the associated aerodynamic response by 

means of unsteady pressure data. The described tests are performed in the Transonic Wind 

Tunnel Göttingen (DNW-TWG) within a Mach number range of 0.7 < �� < 1.2 and Reynolds 

numbers at	2.5 ∙ 10� < �� < 7.5 ∙ 10�. The main aim of the activity is the determination of the 

aerodynamic response evoked by the structural deformation of the used rectangular and flat 

plate model. The experiments are based on a forced motion conception, which focuses on the 

first two streamwise bending eigenmode shapes of the structure. The deformations of the 

plate, which are caused by actuators, are measured by a stereo pattern recognition system, 

over a wide range of amplitudes and frequencies. The induced aerodynamic response is 

measured by highly sensitive and unsteady miniature pressure transducers that are arranged 

in both streamwise and spanwise sections. The measured data is validated with theoretical 

approaches based on potential flow theory. 

Based on the measured data, the influence of the Mach number and the structural parameters 

is identified and the generalized aerodynamic forces are calculated to obtain information on 

the system's stability. The generalized aerodynamic forces indicate an aerodynamic damping, 

which increases with increasing excitation frequency of the structural deformation, in both the 

high subsonic and the low supersonic domain. This damping decreases for the latter with 

further increasing Mach number, whereas for the subsonic domain a decrease is obtained with 

decreasing Mach number. 
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Abstract  

A quasi-nonlinear aeroelastic analysis is proposed to simulate the unsteady response for 

the membrane-type flapping wing. The flapping wings have been employed for almost all 

the successful flapping-wing type micro air vehicle and provide a preferable passive 

feathering motion utilizing the structural nonlinearity, such as large deformation, stress-

stiffening of the membrane, and snap-through buckling. In the proposed method, the 

nonlinear equation of motion in modal space is modeled using the post-buckling analysis 

and the perturbed modal analysis with finite element method, prior to the aeroelastic analysis. 

Then, the 3D Navier-Stokes equation with finite difference method is solved, coupled with 

the nonlinear equation of motion. The numerical result shows a good qualitative agreement 

with the experimental one.  

Keyword: Flapping Wing, Aeroelasticity, Structural Nonlinearity, MAV, Snap-through. 

1  Introduction  

Flapping-wing type micro air vehicles (FMAVs) are characterized by a light-weight body and 

flexible flapping wings with complex wing motions. These characteristics contribute to high 

flight maneuverability, high collision safety for objects, and low noise, compared to the 

conventional rotary-wing type drones. Therefore, a FMAV is expected as a human/nature-

friendly drone in various applications close to humans, animals, and plants. Recently, a few 

FMAV have succeeded in autonomous hovering flight with the size less than 20 cm. The 

“Nano hummingbird” developed by Aerovironment, Inc. is one of the most successful FMAV, 

which is 16 cm size and 19 g weight (Kennon et al. 2012). The Nano hummingbird has been 

followed by the several other successful FMAVs (Roshanbin et al. 2017; Phan et al. 2019) 

Coiibri, KUbeetle). Murata Manufacturing Co., Ltd. and our research group have also 

developed a FMAV, which is a tailless two-winged autonomous flying robot with the full span 

of 18 cm and the body weight of 20.5 g. The developed flying robot is characterized as 

follows. (1) The elastic wing structure is made of light-weight membrane reinforced by an 

anisotropic CFRP vein pattern. (2) The flapping wings are actuated by the novel flapping 

mechanism, which consists of crank-slider linkage with double connecting rods has an 

energy recovery system by using a mechanical elasticity. (3) A feedback control for the pitch 

and roll angles of the body attitude was made by moving the center of gravity. We have 
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succeeded in an autonomous hovering flight and vertical take-off/on in a wireless feedback 

control as shown in Fig. 1 (Nakamura and Nagai, 2019). 

These successful FMAVs have employed the similar membrane-type flapping wings, 

which provide preferable passive torsion, or feathering rotation, utilizing the structural 

nonlinearity, such as snap-through buckling, stress stiffening of the membrane, and large 

deformation, as shown in Fig. 2. The elastic response of the flapping wing with the structural 

nonlinearity is a very complex phenomenon, and a reliable numerical analysis has not been 

provided because of the complexity and high computation costs. Therefore, the design and 

development of the flapping wings still depends on trial and errors (Kennon et al, 2012). 

In this study, we propose a quasi-nonlinear aeroelastic analysis for the membrane-type 

flapping wing, considering the structural nonlinearity: large deformation, stress-stiffening, 

and snap-through buckling. The numerical result is compared to the experimental one to 

validate the numerical method. 

 

        

Figure 1: The developed tailless two-winged FMAV and the wireless autonomous flight. 

      

Figure 2: Passive feathering rotation.     Figure 3: Coordinate systems of a flapping wing. 

2  Flapping Wing Model 

Figure 3 shows the three-dimensional coordinate systems of a flapping wing. The oxyz is 

fixed at the body, and the oxwywzw is fixed at the starboard wing. The flapping stroke plane 

of the wing is on a horizontal plane because only the hovering condition is considered in this 

study. The x-axis is in the vertical direction and coincides with the flapping axis of the wing. 

Hence, the y-z plane denotes the stroke plane of the flapping wing. The yw-axis is in the 

spanwise direction, the xw-axis is in the chordwise direction, and the zw-axis is in the out-of-

plane direction of the wing surface. The flapping angle ϕ is a rotating angle around the 

Base rod 

fixed with body

Span rod 

oscillated in flapping plane
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flapping axis (x-axis), defined as the angle between the y- and yw-axes. The feathering angle 

θ is a rotating angle around the feathering axis, defined as the angle between the x- and xw-

axes. The wing is forced-oscillated in the flapping direction at the wing base by a flapping 

mechanical system with a DC motor, and the feathering motion is passively provided due to 

the aeroelastic deformation.  

 

 

Figure 4: Wing model for experiment and numerical simulation. 

 

  The wing model used in this study are shown in Fig 4. The span length R was 80.7 mm, 

and the width H at the wing base was 20.3 mm. The wing consisted of a spar rod and a vein-

reinforced membrane. The spar rod was made of a unidirectional CFRP (carbon fiber 

reinforced plastic) with a diameter of 0.8 mm. The membrane with a thickness of 13.5 µm 

was made of a nonwoven fabric sheet with PET (polyethylene terephthalate) impregnated. 

In addition, the membrane was reinforced by a CFRP vein pattern. The vein pattern was cut 

out with a line width of 0.75 mm from a CFRP laminate [90°/0°/90°] with a thickness of 78 

µm The membrane was simply supported at the leading-edge and the wing base. There was 

a sleeve along the leading-edge of the membrane with an internal diameter of 1 mm to pass 

the spar rod, which allowed the membrane to rotate around the spar rod. However, the 

membrane was not able to slide along the spar rod due to the stopper at the wing base. In 

addition, the membrane was connected to a bearing at the wing base, which was also 

allowed to rotate around the flapping axis. When an out-of-plane force acts on the simply 

supported membrane, in-plane tensile stress is produced in the membrane, which reinforces 

the bending stiffness of the membrane due to the so-called stress stiffening effect. The 

bearing at the wing base was fixed after pushing a little by e = 2.3 mm into the tip side from 

the natural length of the wing. Consequently, an out-of-plane buckling occurs on the 

membrane because the leading-edge of the membrane was not allowed to slide in the 

spanwise direction. When the base of the spar rod is forcedly oscillated in the flapping 

direction, a large aeroelastic deformation occurs in addition to the out-of-plane buckling, 

which passively provides a preferable large torsion angle (or feathering angle) during a 

flapping stroke. When the wing stroke is reversed in the opposite direction, a snap-through 

buckling occurs, which provides a faster feathering rotation at the stroke reversal. 

  In numerical analysis, a finite element model for the wing was constructed using the 

commercial FEM (finite element method) software (ANSYS 19.1). Four-nodes shell 

elements were employed for the membrane, sleeve, and the reinforced plates at the wing 

base. Beam elements were used for the leading-edge spar and the veins. The anisotropy of 

veins was considered on the basis of the classic composite laminate theory. Joint elements 

were used at the base of the leading-edge and the wing base bearing. The contact between 

the sleeve and the spar were also considered. 

  In the measurement of lift and wing response, the wing was mounted on the flapping 
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apparatus so that the leading-edge of the wing was directed vertically downward. The mean 

lift generated downward by the flapping wing was measured with the electric balance (GX-

2000, A&D). At the same time, the wing response was recorded by three high-speed video 

cameras (FASTCAM 1024PCI, Photron) with the frame rate of 3000 fps. The ten points on 

the wing (at the leading- and trailing-edges and the chord center in the 25%, 50%, and 75% 

span station in addition to the wing tip) were traced during a flapping cycle and analyzed 

with the 3D motion analysis software (Dipp-Motion PRO V2.24a, Ditect). 

3  Aeroelastic analysis considering structural nonlinearity 

We calculated an unsteady aeroelastic response of the membrane type flapping wing with 

structural nonlinearity, coupling CFD (computational fluid dynamics) and FEM. The 3D 

Naiver-Stokes equations based on the finite difference method were solved with implicit 

time-integration (Isogai et al. 2004; Nagai et al. 2009), coupled with the equation of motion 

in modal space (Nagai et al. 2016). However, the conventional modal analysis based on the 

linear elastic theory cannot be employed for the nonlinear structural model. Instead, we 

employed a quasi-nonlinear modal method to solve the nonlinear equation of motion in 

modal space. The structural nonlinear model including snap-though buckling, membrane 

stress stiffness, and large deformation was constructed with nonlinear FEM analysis, prior 

to the aeroelastic analysis.  

3.1  Quasi-nonlinear modal analysis 

The equation of motion for the elastic flapping wing with structural nonlinearity is represented 

as: 

(1)

where {w} is the displacement vector, [M] is the mass matrix, {f} is the external force vector, 

and {N} is the internal force vector in the structure. In this study, the external force consists 

of the aerodynamic force and the inertial force caused by the forced flapping oscillation, 

given by, 

(2)

where {paero} is the aerodynamic pressure distribution on the wing surface, and {a} is the 

acceleration distribution caused by the forced flapping oscillation. Let us consider the 

displacement {w} can be divided into a primary displacement {w0} and a perturbed 

displacement {δw}, as follows, 

(3)

Accordingly, the internal force can be approximated as a linear function, as follows,  

(4)

where [Kt] is the tangential stiffness matrix. Substituting Eqs. (3) and (4) into Eq. (1), we 

obtain the following equation with respect to {w0}: 

(5)

where {δf} is the perturbed force and given by, 
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(6) 

The displacement of the membrane wing is mainly attributed to the out-of-plane buckling. 

Thus, the primary displacement {w0} is approximately represented by only the buckling 

displacement shape {Φ0}, as follows: 

(7)

where ξ0 is the modal coordinate of the buckling displacement. In this study, the buckling 

displacement mode is named as 0th mode. How to choose {Φ0} is explained in Set. 3.2. In 

Eq. (5), the contribution of the perturbed force {δf} is considered to be negligible compared 

to the other terms. By the coordinate transformation from {w0} to ξ0, the following 1DOF 

equation of motion is obtained for the primary vibration: 

(8)

where, 

Generalized mass in 0th mode: (9)

Generalized internal force in 0th mode: (10) 

Generalized external force in 0th mode: (11) 

  Equation (6) denotes a linear perturbed equation of motion, which has perturbed natural 

frequencies ωk and perturbed normal modes {Φk} dependent on the primary displacement 

{w0}. Thus, the perturbed displacement {δw} can be represented as a superposition of the 

normal modes, as follows: 

(12)

where ξk is the modal coordinate in the k-th perturbed mode. In this study, the perturbed 

modes are named as 1st, 2nd, … modes. On the basis of the modal orthogonality, Eq. (6) is 

represented in the perturbed modal space, as follows: 

(13)

where, 

Generalized mass in k-th mode: (14)

Generalized stiffness in k-th mode: (15) 

Generalized force in k-th mode: (16) 

From Eq. (5), the perturbed force is approximately represented as follows: 

(17)

Accordingly, the corresponding generalized perturbed force in k-th mode is given by, 

(18)

where, 

252



Second International Symposium on Flutter and its Application, 2020 

 

Generalized external force in k-th mode: (19)

Generalized internal force in k-th mode: (20) 

Coupling mass between 0th and k-th modes: (21) 

The coupling mass between the buckling mode (0th) and the k-th perturbed mode appears 

because there is no orthogonality each other. 

  Once the nonlinear relations of {N(ξ0)}, {Φk(ξ0)}, and ωk(ξ0) are obtained, the modal 

coordinates ξ0 and ξk are calculated at each time step by the time-integration of Eqs. (8) and 

(13), and the aeroelastic deformation of the flapping wing is determined. These nonlinear 

functions can be obtained by solving the post buckling analysis and the perturbed modal 

analysis described in Set. 3.2, prior to the aeroelastic analysis. However, storing and reading 

the data of the vector function {N(ξ0)} and {Φk(ξ0)} at each ξ0 take an extra numerical cost. 

In this study, {Φk} is fixed to that at the representative primary deformation; therefore, it is 

independent of ξ0. Furthermore, {N(ξ0)} is approximated by using N0(ξ0) and {Φ0} as follows: 

(22)

Accordingly, the corresponding generalized internal force in k-th mode is given by, 

(23)

where Rk
cp is the coupling of the mode shapes between the 0th and k-th modes. Since {Φk} 

is independent of ξ0, only the scalar nonlinear functions of N0(ξ0) and ωk(ξ0) are necessary, 

prior to the aeroelastic analysis. In addition, Mk
cp and Rk

cp are constant values independent 

of ξ0. In the next section, how to obtain the representative mode shapes and the nonlinear 

scalar functions. 

3. 2  Non-linear structural modeling 

To obtain the nonlinear characteristics of the wing model, we conducted the post-buckling 

analysis with FEM model. First, the wing deformation was calculated in the initial attachment 

condition with no external load. In this case, an out-of-plane buckling occurs as shown in 

Fig. 5b, because the wing base is pushed in the +yw-direction to attach the base bearing to 

the flapping axis as shown in Fig. 4; consequently, a constant torsional angle appears in 

span direction. Then, a static pressure distribution with a spanwise gradient, which models 

the aerodynamic pressure due to the flapping motion, was applied on the wing surface. With 

changing the magnitude of the pressure load, the torsion angle slightly increases in the wing 

tip area (Figs. 5b–5d). However, the torsion angle does not increase any more with 

increasing external load (Fig. 5d) because of the stress stiffening effect of the membrane. 

On the other hand, the torsional angle decreases with increasing the negative pressure. 

Then, any converged solution was not obtained at a negative pressure (after the result 

shown in Fig. 5a), which implies that the snap-through buckling occurs at the negative load. 

In this study, the deformation just after the snap-through shown in Fig. 5c was employed as 

the representative buckling deformation {Φ0}. The modal coordinate ξ0 was also determined 

on the basis of {Φ0} normalized to the modal mass. Transforming the relation of the pressure 

load and the deformation in the modal space of {Φ0}, we obtained the nonlinear function 

N0(ξ0), or the generalized internal force in 0th mode, as shown in Fig. 6.  
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(a) at ξ0/ξ0,no-load = 0.678          (b) at ξ0/ξ0,no-load = 1.00 (no load) 

(negative load before snap-though)  

        

(c) at ξ0/ξ0,no-load = 1.11 (after snap-through)       (d) at ξ0/ξ0,no-load = 1.19 (max. deformation) 

Figure 5: Wing deformation with the static pressure in the post-buckling analysis. 

 

  

Figure 6:  Post-buckling analysis.              Figure 7: Perturbed modal analysis. 

 

Next, we conducted the perturbed modal analysis under the post-buckling deformation 

with each pressure load. The perturbed natural frequencies fk under each post-buckling 

deformation are shown in Fig. 7. Each perturbed natural frequency is enhanced due to the 

stress stiffening effect of the membrane. Using the discretized results at each load, we 
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obtained curve fitting functions based on two quadratic functions in ξ0,limit < ξ0 < ξ0,no-load and 

ξ0 > ξ0,no-load. During the snap-through (ξ0 < ξ0,limit), the perturbed natural frequencies were 

fixed at constant values. The obtained functions were employed as ωk(ξ0) in Eq. (13). The 

perturbed mode shapes under the representative buckling deformation just after the snap-

through were employed as the representative perturbed mode shapes {Φk}. Figure 8 shows 

the representative perturbed mode shapes, where the mode shapes are normalized to unity 

for illustration. The first perturbed mode provides a camber to the wing cross-section. 

  The conventional mode superposition based on the linear elastic deformation cannot 

represent a large deformation and rotation. For the wing model in this study, the chordwise 

deformation includes large rotation, whereas the spanwise deformation is small. Hence, the 

spanwise deformation was represented as the conventional mode superposition, whereas 

the chordwise deformation was represented by the integration of the chordwise gradient 

under the condition that the chordwise arc length does not change after deformation. 

(22) 

where s is the curvilinear coordinate along the chordwise wing surface, η is the chordwise 

gradient, and xspar and zspar is the position of the spar. 

 

        

(a) 1st mode        (b) 2nd mode 

        

(c) 3rd mode              (d) 4th mode 

Figure 8: Representative perturbed mode shapes at ξ0/ξ0,no-load = 1.11 (after snap-through). 

4  Results and Discussion  

The quasi-nonlinear aeroelastic analysis based on the nonlinear structural model was 

conducted for the wing model forced-oscillated in the flapping direction. The flapping motion 

at the wing base measured with the high-speed video camera was input to the numerical 

model. Figure 9 shows the wing responses during the up- and downstrokes at the input 
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frequency of 30 Hz, comparing the experimental and numerical results. The numerical 

response shows a good agreement in the tendency with the experimental one. Figure 10a 

and 10b show the time history of the wing angles and the camber ratio, respectively, at 25%, 

50%, and 75% span stations at 30 Hz. In Fig. 10a, the passive feathering angle for the 

numerical result agrees well in the amplitude, and rotational (or snap-through) time and 

timing with that for the experimental result. However, the numerical result includes a high-

frequency oscillation with a larger amplitude after the end of the snap-through (in the first 

half of each stroke). On the other hand, the time history of camber ratio shows large 

differences between the experimental and numerical results due to the high-frequency 

oscillation. Figure 11 shows the time history of the modal coordinates during a flapping cycle 

at 30 Hz. From Fig. 11, the wing response is mainly attributed to the 0th mode (buckling) in 

accordance with our assumption. The time history of the perturbed first mode, which 

provides a camber to the wing cross-section, agrees well with the time history of the camber 

ratio shown in Fig. 10b. Figure 12 shows the mean lift at four input flapping frequencies. 

Although there is a quantitative discrepancy, the qualitative tendency of lift with input flapping 

frequency shows a good agreement between the experimental and numerical results. 

 

Figure 9: Wing response sequences during a cycle at the input frequency of 30 Hz. 

 

(a) Wing angle    (b) Camber ratio 

Figure 10: Time history of aeroelastic response during a flapping cycle at 30 Hz. 

ft = 1/12 ft = 12/12 ft = 6/12 ft = 7/12 

(a) Experimental in the upstroke 

(c) Numerical in the upstroke 

(b) Experimental in the downstroke 

(d) Numerical in the downstroke 

ft = 1/12 
ft = 6/12 ft = 12/12 ft = 7/12 
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5  Conclusions  

The quasi-nonlinear aeroelastic analysis considering the snap-through, stress stiffening, and 

large rotation were proposed for the membrane type flapping wing. The proposed method is 

based on the non-linear equation of motion in modal space approximately modeled by the 

post-buckling analysis and the perturbed modal analysis, prior to the aeroelastic analysis. 

The numerical result shows a good qualitative agreement with the experimental results. 

Although there are some quantitative disagreement, the proposed numerical method 

provides a useful tool to design and analyze the flapping wings of FMAVs. 
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Avians and insects have always intrigued human kind for they enjoy the boon of flight. Their
flights typically involve multiple stages1 and transitions of different time scales within those
stages1,2. The transitions in flight stages manifest through transient change in the body/wing
kinematics. Significant work has been done to numerically study the flow and load generation
characteristics in different flight regimes independently. The current challenges however lie in
understanding the unsteady aerodynamics of transitionary flights, maneuvers and gust effects
3 to enable optimal design and control of mechanical flapping wing flyers.

Flapping wing kinematics in reality is three dimensional, involving a whole range of physical
parameters. However, it is helpful to develop a fundamental understanding by studying the
effects of each parameter independently in two dimensions and later to extend to three dimen-
sions. In that pursuit, Makoto et.al4 have recently reported that active lift inversion occurs when
there is a temporal reduction in the frequency of a pure heaving flat plate. Through the present
study we extend the efforts of Makoto et.al4 by developing a kinematic model that mimics our
understanding of transition from forward to ascending flights or forward to descending flights.
The kinematic model is realised by temporally varying the plunging amplitude and frequency.
We look at the effects of individual and combined temporal changes of these two parameters on
the associated load generation, power consumption and vortex dynamics for an elliptical airfoil
section. The numerical studies are carried out using an in-house Immersed Boundary Method
based unsteady Navier Stokes solver.

1 Chin, D. D., & Lentink, D. (2016). Flapping wing aerodynamics: from insects to vertebrates. Journal
of Experimental Biology, 219(7), 920-932.
2 Tobalske, B. W. (2001). Morphology, velocity, and intermittent flight in birds. American Zoologist,
41(2), 177-187.
3 Shyy, W., Aono, H., Chimakurthi, S. K., Trizila, P., Kang, C. K., Cesnik, C. E., & Liu, H. (2010).
Recent progress in flapping wing aerodynamics and aeroelasticity. Progress in Aerospace Sciences,
46(7), 284-327.
4 Iima, M., Yokoyama, N., & Senda, K. (2019). Active lift inversion process of heaving wing in uniform
flow by temporal change of wing kinematics. Physical Review E, 99(4), 043110.
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This paper presents a parametric study on a forced pitching hydrofoil, where diameter based 

Strouhal number (
d

St ) and amplitude ratio ( *A ) of the hydrofoil are varied as 0.21 < 
d

St < 

0.33 and 0.55 < *A  < 0.8, respectively. The numerical solution of the problem is obtained 

using Large Eddy Simulation (LES). Coefficients of thrust, power, and efficiency of the 

hydrofoil are calculated and presented on 
d

St - *A  plane. The evolution of the flow structure 

around the oscillating hydrofoil is clarified for the conditions corresponding to both drag and 

thrust generations (Fig. 1). A flow model is hypothesized. An outstanding mathematical 

analysis of the flow model, involving Euler, Coriolis and centrifugal accelerations in non-inertial 

frame, is developed to assimilate the physical insight into the thrust generation and power 

input. The analysis provides theoretical relationships of thrust, power, and efficiency as 

functions of
d

St   and/or *A  . The data from the numerical simulation tangibly support the 

relationships.  

 

 

Figure 1: Sketch showing the evolution of recirculation bubble and pressure pattern. ‘+ve’ 

and ‘–ve’ indicate positive and negative pressure, respectively. 
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Chord-wise flexibility of wings of natural flyers can play a pivotal role in achieving high
propulsive efficiency. However, high-fidelity simulations of the fluid-elastic behavior of chord-
wise flexible wings involve prohibitive computational cost. Hence, the present study attempts to
capture the essential dynamics of the fluid-structure interaction (FSI) system using a limited-
mode chord-wise flexible structural model1 coupled with a high-fidelity Navier-Stokes (N-S)
solver. The wing is modelled as two elliptic rigid links connected by a non-linear torsional
spring as schematically shown in Fig. 1(a). The torsional spring incorporates the chord-wise
bending stiffness of the flapping foil. While the front link is subjected to an active pitching-
plunging motion, the rear link undergoes flow-induced passive oscillations. The aerodynamic
loads on the foil are computed using an Immersed Boundary Method2 (IBM) based in-house N-S
solver which is coupled with the structural solver to simulate the FSI response. A bifurcation
study has been performed considering the free-stream velocity as the control parameter in the
presence of both structural and aerodynamic nonlinearities in a low Reynolds number flight
regime. The flow-field around the body corresponding to the different dynamical states of the
system and the associated vortex interactions are examined in detail and will be discussed in the
full length paper. A typical representative flow-field of the wing depicting a downward deflected
wake pattern is shown in Fig. 1(b).

(a) (b)

Figure 1: (a) Schematic of the aeroelastic model, (b) Representative flow-field.

1 Eldredge, J. D., Toomey, J., & Medina, A. (2010). On the roles of chord-wise flexibility in a flapping
wing with hovering kinematics. Journal of Fluids Mechanics, 659, 94-115.
2 Kim, J., Kim, D., & Choi, H. (2001). An immersed-boundary finite-volume method for simulations
of flow in complex geometries. Journal of Computational Physics, 171, 132-150.
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Bird flocks and fish schools are natural examples of collective dynamics that might result
in improved energetic efficiency or group speed. Although those animals dispose of specific
mechanisms1 to sense the surrounding flow thus adapting their trajectory to benefit from these
unsteady mechanisms, recent studies2,3 reveal that passive hydrodynamic wake-body interaction
appears to play a key role on the emergence of stable formations of agglomerated bodies.

Following previous numerical and experimental studies 2, we investigate the collective motion
of equally-spaced infinite arrays of flapping wings by solving the incompressible Navier-Stokes
equations coupled to the solid free horizontal motion in a periodic computational domain. Under
imposed vertical motion, we vary the gap between flapping wings (corresponding to the size of
the computational domain) to analyse the influence of the wake-body interaction on the time-
averaged group speed. Decreasing progressively the gap between wings, we generally observe
that the wake-body interaction tends to smoothly decrease the averaged speed, except for
critical distances where higher-speed solutions are captured. The existence of several periodic
solutions will be further discussed and analyzed.
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Figure 1: Vorticity contours (left) and horizontal speeds obtained for different gaps(right).

1 Liao JC. (2006). The role of the lateral line and vision on body kinematics and hydrodynamic
preference of rainbow trout in turbulent flow. J Exp Biol 209:4077-90.
2 Becker, A., Masoud, H., Newbolt, J., Shelley, M., Ristroph, L., (2015). Hydrodynamic schooling of
flapping swimmers, Nature Communications 6, 1-8.
3 Ramananarivo, S., Fang, F., Oza, A., Zhang, J., Ristroph, L., (2016). Flow interactions lead to
orderly formations of flapping wings in forward flight, Physical Review Fluids 1 (7), 071201.
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How would we shape the wings of a bird-inspired flyer to improve its propulsive performance? 

While conventional aeronautics has accumulated a wealth of knowledge on the steady fight 

characteristics of different airfoils, less explored is how shape affects the unsteady 

aerodynamics at work in flapping-wing flight.  

Here we use an evolutionary or genetic algorithm to modify shape and improve the forward 

speed of 3D-printed wings that heave up-and down and propel within water. In this scheme, 

genes are mathematical parameters that define shape, breeding is the combination (and 

mutation) of genes from parent wings to form a child, and a wings measured swimming speed 

is its fitness that dictates likelihood of breeding. This “survival of the fastest” process leads to 

marked improvement in relatively few generations, and discovers a fastest teardrop-like wing 

whose shape most effectively controls the generation and interaction of vortex flows (Fig.1). 

An analysis of the larger population of faster swimmers identifies shared features that are most 

critical for propulsion, implicating slenderness, location of maximum thickness and fore-aft 

asymmetries in edge sharpness or bluntness. 

These results demonstrate artificial evolution in laboratory experiments as a successful 

strategy for tailoring shape to improve propulsive performance. Optimal solutions might also 

be efficiently determined for related unsteady flow-structure problems such as flexible-wing 

propulsion or energy harvesting from flows. 

 

 

 

 

Figure 1: Color-coded flows separating off the edges of the fastest evolved wing. Wing shape 

affects the formation and shedding of vortices and their subsequent dynamics and interaction 

with one another and the foil surface. 
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Abstract  
Elastic oscillating fin technology is very important in order to create a new kind of propulsion 
for such as marine vehicles. The author developed the elastic oscillating fish fin during the 
1980's and applied it to ship propulsion (Ikuo Yamamoto et al., 1993 ; Ikuo Yamamoto et 
al., 1995). 

From 1993 to 1995 the first life-like swimming robotic fish were developed. The first was an 
untethered battery operated seabream type robotic fish which was highly recognized 
worldwide by its life-like swimming (Ikuo Yamamoto, 2001).  

Keyword: Elastic oscillating fin, ship, robotic fish, medical instrument 

1  Introduction  

The author and his colleagues have developed 20 kinds of robotic fish based on elastic 
oscillating fin technology, such as a coelacanth, carp, whale, manta, tuna, shark ray, and 
dolphin shown in Fig.1 (Ikuo Yamamoto, 2016). Now, a robotic mermaid, which has an 
oscillating fin and working hands, is under development. Also, this robotic fish technology 
has helped to create new medical devices, such as forceps. These devices are being used 
by medical surgeons and have led a significant reduction in operating time (exceeding 50 
percent) compared with conventional forceps. Oscillating fin and robotic fish technologies 
may continue to provide inspiration to develop new vehicle mechatronic technologies. 

 

FIGURE 1 : Robotic Dolphin 

2  Bio-based underwater robots  

Robots that have been researched and developed based on the movements and 
mechanisms of underwater organisms such as fish and aquatic mammals are called bio-
based underwater robots.  

264



Second International Symposium on Flutter and its Application, 2020 

 
2.1  Development history  

The development of the bio-based underwater robot originated in Japan in the 1980s with a 
study on an elastic vibrating wing propulsion system, a study on a biomimetic type vibration 
system in Germany, and a hydrodynamic study on a tethered tail fin in the United States 
(Ikuo Yamamoto, 2001). In the 1990s, the world's first fish robot using an elastic vibrating 
wing propulsion system to swim exactly like a tethered fin was realized (Ikuo Yamamoto, 
2016). In recent years, various researchers have developed a variety of biologically-based 
underwater robots.  
 

2.2  Robot configuration  

In 1995, an untethered fish robot that looked like a real fish was developed. As shown in Fig. 
2, the fish robot oscillated or vibrated like a fish fin to generate propulsion using an elastic 
vibrating wing, powered by a motor, and controlled by computer control logic to control the 
fish robot movement, within the environment provided. A sensory system detects the 
environment and position using sonar, a camera is provided for image acquisition, a pump 
and ballast system to control buoyancy, a battery for power and a wireless communication 
system for remoted operation. The movement of the tail fin's vibrating wing is adjusted to 
the Strouhal number of the fish. As a result, it is possible to swim exactly like the one shown 
in Fig. 3. With this technology, in 1997, a coelacanth robotic fish (Fig. 4) controlled by an 
automatic swimming system (Fig. 5), a carp robotic fish (Fig. 6), a robotic golden Kinschachi 
(Fig. 7), and a tuna robotic fish (Fig. 8) were developed. After the coelacanth robot, not only 
the tail fin but also such as the pectoral fin are actuated, enabling more freedom of 
movement.  

  

FIGURE 2 : Internal structure of sea bream robotic fish 

 

 
FIGURE 3 : Sea bream robotic fish   

 

265



Second International Symposium on Flutter and its Application, 2020 

 

 
FIGURE 4: Coelacanth robotic fish 

 

 

FIGURE 5: Robotic fish automatic swimming system  

 

  
FIGURE 6 : Carp robotic fish 
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FIGURE 7 : Golden robotic Kinschachi for Nagoya EXPO JAPAN in 2006 

 

  
FIGURE 8 : Tuna robotic fish 

 

In addition, the developed fish-type underwater robot propelled by oscillation is well suited 

to the marine environment (Fig. 9) in that if it becomes entangled in a fish net, it can untangle 

itself by the reversing the operation of the vibrating wing. The manta robot, developed in 

2004, uses dual elastic vibrating wings to enable a smooth direction change by 

somersaulting while swimming underwater (Fig. 10). A shark ray robotic fish (Fig. 11) was 

developed in 2009. The robot is driven by flapping wings and a long tail fin, and has the 

ability to turn around on the spot without slowing down. A dolphin robot (Fig. 1) was 

developed in 2013 as an underwater robot that simulates the movement of aquatic mammals. 

Here the elastic vibrating wing is used horizontally for the tail fin, this motor driven dolphin 

robot is 1m long. Since 2015, a mermaid robot (Fig. 12) that moves with a tail fin with a 

double-armed robot arm for underwater work has been under development. 
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FIGURE 9 : Fish type underwater robot 

 

 
FIGURE 10 : Flapping flat fish 

 

 
FIGURE 11 : Shark ray robotic fish 
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FIGURE 12 : Mermaid robot 

 

3  Conclusion  

The author has created elastic oscillating fin technology and successfully developed robotic 
fish to use this fin propulsion system. 
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Flow-induced vibrations of flexible filament-like structures have sparked significant research
interest due to their potential application in many engineering systems such as micro flow-energy
harvesters or self-propelled flapping devices. Utilization of fluid-body interaction phenomena by
living organisms in their locomotion has promoted the idea of designing self propelled flexible
robots. The bio-propulsion systems are often greatly affected by oncoming disturbances or
vortex streets, generated by bluff-body shaped obstructions situated upstream. Presence of
such flow disturbances or upstream wakes can dictate the dynamic response characteristics
of the flexible filament and its load generation capabilities. Flow-induced oscillations of such
flexible filaments, fitted with piezo-electric patches can also be successfully exploited for their
energy harvesting potential. The present paper aims to investigate the wake-induced vibrations
(WIV) of a flexible filament subjected to the wake of an upstream elliptical bluff-body (minor
axis kept along the stream-wise direction). An incompressible Navier-Stokes solver is strongly
coupled with a chord-wise flexible structure using partitioned approach for the present study.
The fluid-structure interaction (FSI) dynamics is seen to be strongly influenced by the variation
of a number of system parameters, e.g., the bluff body shape, its distance from the filament,
the offset location and the filament length. As can be seen from Fig.1, an aperiodic behaviour
of the coupled FSI system (shown in terms of filament oscillations as well as the flow-field) can
become periodic by tuning the offset length from 0 to 0.25D. Here, ’D’ refers to the length
of the major axis of the ellipse. The transition is clearly seen from the response time histories
(Figs. 1(a), 1(b) and 1(c)) as well as vorticity contours at time t = 10s (Figs. 1(d), 1(e) and
1(f)). The change in the dominant mode-shapes of the flapper and the flow-field dynamics
around it are studied in details in terms of the location of the impingement of shed vortices and
the associated Strouhal frequencies. Effect of the variation of other relevant system parameters
also show similar interesting dynamical transitions and will be shown in the full length paper.

Figure 1: (a),(b) and (c) are time histories of tip of the filament; (d),(e) and (f) are vorticity
contours at t=10s
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The dynamics of voice production have recently spawned significant research interest due
to the presence of phenomenological bifurcations and instabilities observed in both healthy and
unhealthy patterns of phonation. Human voice is created by self-sustained limit-cycle oscillations
(LCOs) of the vocal folds situated in the larynx. Several factors, like subglottal pressure, tension
in the vocal folds and their prephonatory position (adducted position) influence the onset of
LCOs and the post-flutter characteristics. Though investigating the mechanism of phonation
in humans has received considerable attention, establishing an appropriate link between the
dynamics of the vocal folds and pathological conditions requires further investigation. The
present study attempts to fill this gap by carrying out an extensive bifurcation study with
system parameters like glottal airflow rate, subglottal pressure, etc. as bifurcation parameters.
To that end, the vocal fold is modelled using a 3-mass representation, which, unlike typically
used 2-mass models, captures large amplitude oscillations of the vocal fold. This study primarily
focuses on capturing the plethora of dynamics that underlie various pathological conditions, such
as aphonia, dysphonia etc., within the purview of the considered low order model. This study
also aims to subsequently incorporate higher order flow and structure models to investigate the
underlying flow-physics and, in turn, its impact on the bifurcation and physiological scenarios.
A preliminary result showing variation of glottal areas (a1, a2 and a3) during the flow-induced
oscillations is presented in Fig. 1.
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Figure 1: Time histories of glottal areas during the flow-induced oscillations along with the
corresponding phase portraits.
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The symmetry-breaking of a �exible splitter plate clamped to the rear of a rigid cylinder
is investigated in a vertical �owing soap �lm. A time-averaged bending of the splitter plate
has been previously observed 1 for short splitter plates, i.e. L/D < 3.5 where L is the splitter
plate's length and D the cylinder's diameter. In the present study, we have �rst reproduced
this experiments for the Reynolds number ReD ∼ 350 and various non-dimensional lengths of
the splitter plate in the range 0 < L/D < 9. Similarly to results of the original experiments,
long splitter plates (L/D > 3.6) �ap symmetrically around the �ow direction, while a time-
averaged bending occurs for short splitter plates. We have carefully characterized the deviation
for short splitter plates and found that the symmetry-breaking vanishes for very short splitter
plates L/D < 0.65 (Figure 1).

Figure 1: Time-averaged deviation angle as a function of the adimensionnal splitter plate length

In a second step, two-dimensional numerical simulations have been performed to con�rm
these experimental results and to further explore the physical mechanism responsible for the
deviation. In addition to unsteady �uid-structure simulations, we derive a quasi-static model
that governs the amplitude of (one or two) bending modes of the splitter plate. Using solely an
hydrodynamic solver, we will explain how to compute the coe�cients of the �uid added-sti�ness
matrix, that accounts for the (time-averaged) interaction of the free-vibration modes with the
�ow. Thus, we will show that the time-averaged bending of the splitter plate in the range
0.65 < L/D < 3.6 results from a divergence instability, occurring when the added-sti�ness
generated through the interaction with the time-averaged �ow exceeds the restoring elastic
force of the splitter plate. The one bending-mode model well predicts the divergence instability
at L/D = 3.6 but cannot explain the restabilization at L/D = 0.65, that we capture with the
two bending-modes model.

1 Lãcis, U., Brosse, N., Ingremeau, F., Mazzino, A., Lundell, F., Kellay, H., & Bagheri, S. (2014).

Passive appendages generate drift through symmetry breaking. Nature communications, 5, 5310.
2 P�ster, J. L. & Marquet. (2019) Temporal simulations and stability analyses of elastic splitter plates

interacting with cylinder wake �ow. Submitted to Journal of Fluid Mechanics.
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The use of compliant walls to delay the laminar/turbulent transition in boundary layers was
inspired by the properties of soft skin animal. It is now well established that three types of in-
stabilities occur in laminar boundary-layer �ows developing over in�nite-length compliant walls:
Tollmien-Schlingthing (TS) waves, Travelling Waves Flutter (TWF) and Static Divergence in-
stability. Here, we investigate the development of such instabilities for �nite-length coating in
the streamwise and cross-stream directions, made of materials with visco-elastic properties. The
stability of such �uid-structure con�guration is investigated numerically using an exact lineariza-
tion of the Arbitrary-Lagrangian-Eulerian equations that describes the temporal evolution of the
(Lagrangian) �uid-structure perturbation 1. First, a modal analysis of the �uid-solid Jacobian
operator allows to determine the long-term temporal stability 2. The coupling of a purely elastic
coating with the �ow induces here the destabilization of high-frequency eigenmodes correspond-
ing to Traveling Waves Flutter instabilities, that are stabilized when considering visco-elastic
coatings. Secondly, a resolvent analysis of the �uid-solid Jacobian operator allows to investigate
the attenuation of low-frequency Tollmien-Schlichting Waves thanks to elastic and visco-elastic
coatings. A decomposition of the �uid-structure resolvent mode will be introduced to show
that elastic coatings, excited by the incoming TS waves, generate �uid-structure waves that
are out of phase with the incoming TS waves, thus leading to their attenuation.

Figure 1: Travelling Wave Flutter instability: cross-stream velocities of the �uid (blue) and
solid (orange) perturbations.

1 P�ster, J. L., Marquet, O., & Carini, M. (2019). Linear stability analysis of strongly coupled �uid-

structure problems with the Arbitrary-Lagrangian-Eulerian method. Computer Methods in Applied

Mechanics and Engineering, 355, 663-689.

2 Tsigkli�s, K., & Lucey, A. D. (2017). The interaction of Blasius boundary-layer �ow with a compliant

panel: global, local and transient analyses. Journal of Fluid Mechanics, 827, 155-193.
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Plants and other sessile organisms like soft coral colonies deform with large amplitude
when subjected to �uid �ow. This large �exibility gives rise to �uid-structure interaction (FSI)
phenomena not found in traditional engineering applications. Here I present an overview of spe-
cialised developments in biomechanics FSI from my research group at Polytechnique Montreal.

Firstly, we consider the trade-o� brought by �exibility to plants: drag reduction by large
amplitude recon�guration versus �ow-induced �utter and the dynamic loads that come with it.
We consider the problem of a �exible beam recon�guring in the �ow until it starts �uttering
(Fig. 1 left). We couple a �nite volume �ow solver with a �nite di�erence beam solver to
�nd the ideal �exibility allowing maximal drag reduction by recon�guration without leading to
�utter. We �nd that for heavier �uids, the beam can recon�gure more before losing stability.

Secondly, we simulate numerically the rate at which a spring-mounted circle intercepts
advected particles (Fig. 1 right). This system represents a 2D idealisation of a branch cross-
section of soft coral Antillogorgia bipinnata. This species is a �lter feeder which captures food
particles brought by the ocean currents. Our simulations show that in the lock-in range of
vortex-induced vibrations, the vibrating cylinder is up to 50% more e�ective at intercepting
particles than a �xed one. This could represent a signi�cant evolutionary advantage.

Figure 1: Left: An initially straight beam clamped at its centre is subjected to a normal �ow which

bends it downstream and causes it to undergo a �utter instability. The red and blue colours indicate the

vorticity computed in the �ow. Right: A spring-mounted circle with two degrees of freedom undergoes

vortex-induced vibrations. These vibrations increase the rate at which the circle intercepts advected

particles. Blue particles get captured and red ones escape.
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To investigate the aerodynamics of the flying hollow cylinder, or the flying pipe, in rotation, 

field observations of the flight of commercial model and its simplified model was conducted. 

The models’ motion (trajectory and attitude) was analyzed three-dimensionally, using a pair of 

high-speed video cameras. The numerical simulations of the flow around the rotating pipe 

revealed details of the flow around the pipe. Figure 1 shows the time sequence of the model’s 

attitude during its flight at various xE’, where xE is the horizontal flight distance from take off. 

The fluctuation of the posture decreases as xE. The video motion analysis showed that the 

rotation has rather small effect on the aerodynamics. 

 

 

 

 

Figure 1: Time sequence of model’s flight attitude. Arrows indicate the flight direction. 

(d) xE = 10 m

(a) xE = 1 m

(b) xE= 3 m

(c) xE = 5 m
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Curved trajectories are widely used in sports played with balls. Most of the balls are launched
with some spin and rely on the Magnus effect to bend the trajectory. However some other less
common physical effects may also be used to deviate a ball. Here we investigate the effect of
the differential roughness on the aerodynamics of a cricket ball. The differential roughness that
appears between the two hemispheres of the cricket ball during a game may be used by the
bowler to create ‘reverse’ or ‘contrast’ swing. This technique is specific to cricket because of
the ball manufacture in two distinct hemispheres.

The differential wear of the cricket ball creates a large aerodynamic side force (i.e. large
side aerodynamic coefficient Cs), see Figure 1a. This force deviates the ball from the straight
trajectory making the launch unpredictable for the batsman.
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Figure 1: a. CS/CD for different surface’s roughness as a function of the wind speed. (⋆)
Smooth field hockey ball.(⋆) unworn cricket ball,(⋆) one-sided rough cricket ball with normal
roughness and (⋆) one-sided rough cricket ball with large roughness. b. Lateral deviation of
a one-sided rough cricket ball as a function of the launching velocity U0. Colour indicates the
roughness r of the rough ball varying logarithmically between 10−4 and 10−2.5. The correspond-
ing number of launches to achieve a given ball roughness are indicated within circles.

We quantify this force through wind tunnel experiments varying the roughness on one
hemisphere of the ball. We also measure the side-to-side differential wear generated on a
cricket ball as a function of the number of launches. Finally we model the minimum velocity
required to achieve contrast swing and the expected deviation as a function of launch number
and game conditions, see Figure 1b. We also discuss the game conditions (dry pitch and cold
weather) that favours ‘reverse’ swing.

1 Tadrist, L., Sampara, N., Ashraf, I, & Andrianne T. (2019). When can you expect contrast swing in
a cricket game? And how to obtain it. submitted to the Journal of Sports Engineering.
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The important roles that multiple vortices play in fluid-structure interactions and bridge
wind engineering have been recently recognized in the past decades. We present some progress
in our group on some typical aspects of multiple vortices in bridge wind engineering, i.e., multi-
modal vortex induced vibrations (VIVs) and rain-wind induced vibrations(RWIVs), wind induced
vibrations of bridge decks and mitigation counter-measures with flow control methods.

A typical case is the excitation mechanism of rain-wind induced cable vibrations. It was ob-
served that the first, second and third-mode dominated RWIVs take place successively with the
increase of wind speed. Besides, two or three adjacent modes have a chance to overlap (mode
switch) for a particular wind speed. These observations are similar to the coupled-wake flutter
(CWF) mechanism1 usually observed in multi-modal VIVs. By using direct numerical simula-
tions, the physical process of real rain droplets falling onto the cable surface was uncovered2. A
long bubble (detachment flow) and a short bubble (reattachment flow) behind the water rivulet
are identified. In addition, the alternating structures of von Kármán vortex are alleviated by
the small-scaled vortices which are generated by the dynamic bubble burst. Also, the wake flow
structures of RWIV cable become more disordered and small-scaled and the vortex strength is
increased, due to the existence and oscillation of the upper rivulet. As RWIV develops, the
von Kármán vortex shedding is alleviated and the small-scaled vortical structures become more
present. A new excitation scenario of RWIVs is proposed as follows3. The vibration of the cable
drives the movement of separation point and the upper rivulet. The movement of upper rivulet
result in a bubble burst and a stall phenomenon due to the Kelvin−Helmholtz instability in the
boundary layer. As a consequence, the von Kármán vortex sheddin is allevaited and the vortex
shedding frequency substantially decreased. As the decreased vortex shedding synchronize with
the cable’s structure frequency, large-amplitude RWIVs develop.

1De Langre, E., (2006). Frequency lock-in is caused by coupled-mode flutter. Journal of Fluids and
Structures, 22, 783-791.
2 Cheng, P., Li, H., Fuster, D., Chen, W., Zaleski, S., (2015). Multi-scale simulation of rainwater
morphology evolution on a cylinder subjected to wind. Computers and Fluids, 123, 112-121.
3 Gao, D., Chen, W., Eloy, C.& Li, H. (2018). Multi-mode responses, rivulet dynamics, flow structures
and mechanism of rain-wind induced vibrations of a flexible cable. Journal of Fluids and Structures,
82, 154-172.

280



Second International Symposium on Flutter and its Application, 2020 

 

The influence of angle of attack on twin-box bridge deck flutter 

 

Allan Larsen1 and Maja Rønne1,2 

 
1COWI, Lyngby, Denmark, aln@cowi.dk 
2Danish Technical University, Lyngby, Denmark 

 

Abstract  

Wind tunnel tests of twin-box or tri-box suspension bridge deck sections carrying wind 

screens reveal that the critical wind speed for onset of flutter is higher when set at a 

nose-up angle of attack than at horizontal. The present paper reviews and analyses 

experimental aerodynamic derivatives available to the authors with a view to gain physical 

insight into the "nose-up" effect and to assemble a predictive model for onset of flutter. 

Keyword: Flutter prediction, aerodynamic derivatives, nose-up effect, twin-box girders. 

1  Introduction  

Suspension bridges having main spans less than 1200 m - 1500 m can, as a rule of thumb, 

be designed with streamlined trapezoidal mono-box deck sections to fulfil common code of 

practice requirements to flutter wind speeds. Also, it is well known that streamlined 

mono-box bridge deck commonly achieves the highest flutter wind speeds at 00 angle of 

attack (deck chord aligned with the mean wind) and that placement of wind screens along 

the girder edges will lead to degradation of the flutter wind speed compared to the deck 

without wind screens (Larsen, 1993). 

To achieve flutter stability for suspended spans longer than approximately 1500 m it often 

becomes necessary to split the deck into two box structures separated by a central air gap 

and interconnected by cross beams at regular intervals – the so-called twin-box bridge deck. 

Aerodynamic design efforts related to the twin-box bridge deck often focuses on optimizing 

the deck shape and appendages with a view to maintain a requested minimum critical wind 

speed for onset of flutter and to ensure a desirable traffic wind climate. Wind tunnel tests of 

elastically sprung section models carried out for a design study of a chain of suspension 

bridges for crossing of the Strait of Gibraltar revealed that twin-box decks carrying large 

50% open area ratio wind screens at the deck edges achieved higher critical wind speeds 

than the similar deck without the wind screens (Larsen and Astiz, 1998). A result at odds 

with the well-known behaviour for the mono-box deck and not fully understood at the time. 

More recent tests made for the design of the tri-box deck for the Messina Bridge and the 

twin-box deck for the 1915 Ҫanakkale Bridge revealed similar trends for the flutter speed to 

increase as a function of a "nose-up" or positive rotation angle of the deck relative to 

horizontal. The aerodynamic derivatives obtained for the Messina and the 1915 Ҫanakkale 

bridges are reviewed to assemble a model that provides some physical insight into the 

"nose-up" effect and allow the effect to be included in flutter predictions taking into account 

the mode shapes and wind induced static twist angle of the complete bridge span.    
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Figure 1: Twin-box deck cross section, 1915 Ҫanakkale Bridge. 

The 1915 Ҫanakkale Bridge currently under construction spans a total length 𝐿 = 3563 m 

and a main span of 2023 m. The bridge features a 45 m wide twin-box deck with a central 9 

m wide air gap. The bridge deck includes 4 m tall 50% open area ratio wind screens located 

along the outer edges of the cantilevered inspection walkways, Fig. 1. 

Static wind tunnel tests of the twin-box section revealed a positive moment coefficient at 00 

angle of attack as well as a positive moment slope ensuring that the elastically supported 

deck model would meet the wind at ever increasing angles of attack (nose-up) for 

increasing wind speeds, Fig. 2, left. Flutter tests of the elastically sprung model starting at a 

rotation angle of 00 (no wind) did not identify a critical wind speed for onset of flutter. The 

free movements of the model were limited by physical restrictions in the wind tunnel when 

the model encountered a rotation angle of about 8.70 reached at a full-scale wind speed of 

97 m/s, Fig. 2, right. By changing the initial (no wind) rotation angle setting to -10 (nose 

down) flutter was encountered at a full-scale wind speed 𝑈𝑐𝑟 = 68 m/s at a rotation angle of 

0.50. Critical wind speeds and corresponding rotation angles obtained for other initial angle 

of attack settings support the observation that the critical wind speed of the twin-box section 

increases with increasing positive angles of rotation.  

  

Figure 2: Left: Moment coefficient 𝐶𝑀 . Right: Rotation angle as function of full-scale wind 

speed measured for the elastically sprung Ҫanakkale bridge deck section model. 
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3  Ҫanakkale aerodynamic derivatives 

Aerodynamic derivatives (flutter coefficients) were measured for the Ҫanakkale twin-box 

section by means of the free oscillation technique. This test method involves fitting of a 

two-degree-of-freedom oscillator model to traces of torsion and bending oscillations 

measured in the wind tunnel. The free oscillation technique works well at low wind speeds 

where the torsion and vertical bending modes are well separated and forced initial 

displacements decay over several cycles of oscillation. At the flutter point and beyond, the 

torsion and vertical bending frequencies coincides, and the measured decay or growth 

traces become very short yielding numerical difficulties when fitting the model equations of 

motion to the measurements. As a result, the estimated flutter coefficients may be 

inaccurate at non-dimensional wind speeds approaching the flutter speed. An advantage of 

the free oscillation technique is that the model is free to assume the correct equilibrium 

position under the influence of elastic and aerodynamic forces. 

The measured aerodynamic derivatives 𝐻1..4
∗ , 𝐴1..4

∗  as function of the non-dimensional 

wind speed 𝑈∗ = 𝑈 𝑓𝐵⁄  obtained for an initial rotation angle setting of -10 are shown in 

Appendix A. It is noted that the measured values of the 𝐻2
∗, 𝐻3

∗, 𝐴2
∗ , 𝐴3

∗  coefficients for 𝑈∗ 

> 9 and the 𝐻1
∗ , 𝐻4

∗ , 𝐴1
∗ , 𝐴4

∗  coefficients for 𝑈∗  > 20 (red x) display a lot of scatter 

suggesting different trends than at lower 𝑈∗ (blue ◻). The approach to derive suitable 

input to flutter calculations was to fit second order polynomials to the lower 𝑈∗ 

measurements and to adjust 𝐴1
∗ , 𝐴2

∗ , 𝐴3
∗  slightly to make the flutter prediction coincide with 

𝑈𝑐𝑟 = 68 m/s at which wind speed the cross section is at 0.50 nose-up as noted from Fig. 2. 

The polynomial representations are discussed further in section 4. The polynomial fitting 

process and calibration was not possible for the test starting at initial rotations angle of 00 

as flutter was prohibited physically by model impact with the wind tunnel wall. 

4  Messina tri-box aerodynamic derivatives and allowances for deck rotation angle 

Flutter tests of an elastically sprung section model of the Messina tri-box deck, Fig. 3, 

displayed similar flutter behaviour as the Ҫanakkale twin-box i.e. the critical wind speed for 

onset of flutter increased with increasing nose-up angles of rotation. The two bridge decks 

are similar in that they both have open air gaps in between the solid semi-streamlined box 

girders and carry large wind screens along the outer edges of the cantilevered maintenance 

walkways. A design feature believed to create the nose-up aerodynamic moment at 00 

angle of attack. The ratio of the total gap width to the over-all deck width 𝐺 𝐵⁄  is 0.27 for 

Messina deck section and 0.2 for Ҫanakkale deck section.  

Contrary to Ҫanakkale the aerodynamic derivatives for the Messina tri-box deck were 

measured by means of the forced oscillation technique (Larsen 2016). Forced motion tests 

does not allow the section angle to change continuously as function of the wind speed. 

Thus, the aerodynamic derivatives were measured for three nose-up angles of attack of 00, 

20 and 40 to allow flutter calculations for different portions of the bridge girder when exposed 

to high winds. The aerodynamic derivatives measured at fixed rotation angles of 00 (red 

markers), 20 (blue markers) and 40 (black makers) are shown in Appendix B. It is noted that 

all eight aerodynamic derivatives are influenced by the rotation angle but to various degree. 
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Figure 3: Tri-box deck cross section, Messina Bridge. 

The result of a flutter prediction for 00, 20 and 40 rotation angle is shown in Fig. 4 along with 

the proper section properties for Messina. The critical wind speeds are obtained as the 

intersection of the aerodynamic damping curves with the horizontal line (dashed) at the 

structural damping level 𝑔 = 2𝜁 (Larsen 2016), here marked by vertical arrows. 

 

Torsion freq 𝑓𝛼 0.081 Hz 

Bending freq 𝑓ℎ 0.068 Hz 

Mass 𝑚 58100 

kg/m 

Mass moment of 

inertia 𝐼 

28.93 ∙ 106 

kgm2/m 

Damp 𝑔 = 2𝜁 0.013 
 

 

Figure 4: Flutter calculation for the Messina Bridge tri-box deck section 

It is noted that the critical wind speed obtained for 00 angle of attack is 𝑈𝑐𝑟 = 86 m/s where 

as 𝑈𝑐𝑟 = 112 m/s is obtained for 20 and 𝑈𝑐𝑟 = 115 m/s for 40 emphasizing the sizable 

influence of the rotation angle on the critical wind speed for onset of flutter. 

From Appendix B, it is noted that the section rotation angle influences the aerodynamic 

derivatives and shift the 20 and 40 cases along the amplitude axis relative to the 00 case. 

For a given non-dimensional wind speed the amplitudes appear to increase or decrease 

depending on the rotation angle. Fig. 5 shows the ratio of the individual aerodynamic 

derivatives, say 𝐴1
∗  at 00 to the same derivative at 20, 𝐴1

∗ (0) 𝐴1
∗ (2)⁄ , and 40, 𝐴1

∗(0) 𝐴1
∗ (4)⁄ , 

respectively indicated by solid markers. Also Fig. 5 displays linear functions 𝜑(𝜃) of the 

rotation angle fitted for each derivative. The linear fits in rotation angle 𝜃 are not perfect 

but appear to be an acceptable approximation to the trend displayed by the measurements.  

𝐵 = 60 𝑚 

𝐺/2 = 8 𝑚 
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Figure 5: Ratios of Messina aerodynamic derivatives at 00 and 20, 00 and 40 and fitted linear 

functions. Markers: ■: 𝐴1
∗ , 𝐻1

∗. ♦: 𝐴2
∗ , 𝐻2

∗. ●: 𝐴3
∗ , 𝐻3

∗. ▲: 𝐴4
∗ , 𝐻4

∗.  

The underlying idea is to be able to express a given aerodynamic derivative as function of 

non-dimensional wind speed 𝑈∗ and rotation angle 𝜃 (in degrees) analytically. As an 

example: 𝐴1
∗ (𝑈∗, 𝜃) = 𝜑𝐴1(𝜃) ∙ 𝐴1

∗ (𝑈∗, 𝜃), with 𝜑𝐴1(𝜃) = (1 − 0.14𝜃). 

The above method only strictly applies to the Messina aerodynamic derivatives and within 

the angles of rotation of 00 - 40. However, having demonstrated that the onset of flutter of 

the Messina deck section is influenced by section rotation angle much the same way as the 

Ҫanakkale deck section, it will be assumed that the 𝜑-functions derived in Fig. 5 also apply 

to this deck. Table 1 presents the Ҫanakkale aerodynamic derivatives displayed as the red 

curves in Appendix A (polynomials in 𝑈∗ in square brackets) multiplied by the linear 

approximations of the angle of attack effect (in rounded brackets) shown in Fig. 5. Table 1 

constitutes the aerodynamic data needed for estimation of the angle of rotation effect on the 

flutter speed for the Ҫanakkale deck cross section. 

Table 1: Ҫanakkle aerodynamic derivatives including allowances for section rotation angle 

 

Torsion derivatives Vertical bending derivatives 

𝐴1
∗ = −(1 − 0.14𝜃)[3.5 ∙ 10−3𝑈∗2 + 0.09𝑈∗] 𝐻1

∗ = −(1 + 0.15𝜃)[0.013𝑈∗2 + 0.259𝑈∗] 

𝐴2
∗ = −(1 + 0.05𝜃)[2.0 ∙ 10−3𝑈∗2 + 0.04𝑈∗] 𝐻2

∗ = (1 + 0.022𝜃)[−0.02𝑈∗2 + 0.167𝑈∗] 

𝐴3
∗ = (1 − 0.15𝜃)[0.012𝑈∗2 − 0.021𝑈∗] 𝐻3

∗ = (1 + 0.085𝜃)[0.024𝑈∗2 + 0.122𝑈∗] 

𝐴4
∗ = −(1 + 0.14𝜃)[1.386 ∙ 10−3𝑈∗2 + 0.024𝑈∗] 𝐻4

∗ = (1 − 0.11𝜃)[−0.012𝑈∗2 + 0.061𝑈∗] 

5  Estimation of critical wind speeds for the Ҫanakkale deck section 

Estimates of the flutter wind speeds for the Ҫabakkale Bridge deck at the angles of rotation 

at which the elastically sprung model encountered flutter are carried out. The results are 

shown in Fig. 6 along with the structural section properties for Ҫanakkale Bridge section. 

For a rotation angle 𝜃 = 8.70 flutter is not predicted to occur (no intersection for 𝑈 < 100 

m/s) which fits the observation that the elastically sprung model did not encounter flutter for 

wind speeds below 97 m/s. It is noted however, that 𝜃 = 8.70 exceeds 40 and thus is well 
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Figure 6: Flutter calculation for the Ҫanakkale bridge twin-box deck section including 

allowances for section rotation angles  

beyond the expected range of application. For 𝜃 = 0.50 the flutter prediction yields 𝑈𝑐𝑟 = 

69 m/s compared to 𝑈𝑐𝑟 = 68 m/s obtained in Fig. 2. For 𝜃 = -0.60 the prediction yields 

𝑈𝑐𝑟 = 64 m/s compared to 𝑈𝑐𝑟 = 65 m/s and for 𝜃 = -2.20 𝑈𝑐𝑟 = 59 m/s compared to 𝑈𝑐𝑟 

= 59 m/s. A rather satisfactory result remembering that the allowances are derived from the 

Messina data. 

6  Flutter prediction for the compete Ҫanakkale Bridge 

A full bridge is dynamically different to the section model in that the section rotation angles 

due the static (mean) wind loading varies continuously along the span. Further torsion and 

vertical flutter responses are expected to occur in a combination of the lowest torsion and 

bending eigenmodes of the bridge, Fig. 7. 

 

Figure 7: Lowest normalized symmetrical torsion (red), vertical bending (blue) modes and 

mean rotation angle (black) due to mean wind loading of the Ҫanakkale bridge.  
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The mean section rotation angle 𝜃(𝑠) as function of span wise position 𝑠, the lowest 

torsion mode shape 𝛼(𝑠) and the lowest two vertical bending mode shapes ℎ1(𝑠), ℎ2(𝑠), 

Fig. 7, were obtained from a finite element model of the bridge. The maximum rotation 

angle at mid span is found to be 𝜃(𝐿 2⁄ ) = 2.80 at a mean wind speed of 95 m/s. 

Assembly of the flutter determinant proceeds as outlined in (Larsen, 2016). The influence 

coefficients that couple the aerodynamic derivatives and the mode shapes now involve the 

allowances for section angle of rotation as follows as an example for the real (R) and 

imaginary (I) parts of the 𝐶𝛼𝛼 , 𝐶𝛼ℎ1, 𝐶ℎ1𝛼  and 𝐶ℎ1ℎ1 coefficients: 

𝐶𝛼𝛼𝑅 =
1

𝐿
∫ 𝜑𝐴3(𝜃(𝑠))𝛼(𝑠)2𝑑𝑠

𝐿

0

, 𝐶𝛼𝛼𝐼 =
1

𝐿
∫ 𝜑𝐴2(𝜃(𝑠))𝛼(𝑠)2𝑑𝑠

𝐿

0

 

𝐶𝛼ℎ1𝑅 =
1

𝐿
∫ 𝜑𝐴4(𝜃(𝑠))𝛼(𝑠)ℎ1(𝑠)𝑑𝑠

𝐿

0

, 𝐶𝛼ℎ1𝐼 =
1

𝐿
∫ 𝜑𝐴1(𝜃(𝑠))𝛼(𝑠)ℎ1(𝑠)𝑑𝑠

𝐿

0

 

𝐶ℎ1𝛼𝑅 =
1

𝐿
∫ 𝜑𝐻3(𝜃(𝑠))𝛼(𝑠)ℎ1(𝑠)𝑑𝑠

𝐿

0

, 𝐶ℎ1𝛼𝐼 =
1

𝐿
∫ 𝜑𝐻2(𝜃(𝑠))𝛼(𝑠)ℎ1(𝑠)𝑑𝑠

𝐿

0

 

𝐶ℎ1ℎ1𝑅 =
1

𝐿
∫ 𝜑𝐻4(𝜃(𝑠))ℎ1(𝑠)2𝑑𝑠

𝐿

0

, 𝐶ℎ1ℎ1𝐼 =
1

𝐿
∫ 𝜑𝐻1(𝜃(𝑠))ℎ1(𝑠)2𝑑𝑠

𝐿

0

 

(1) 

The advantage of the above formulation is that effects relating to the angle of rotation of the 

individual deck sections along the span are lumped with the mode shape integrals and thus 

are not functions of the non-dimensional wind speed as are the aerodynamic derivatives. 

Having combined the rotation angle effect and the mode shapes it is possible to make a 

flutter prediction for the complete span representative of the Ҫanakkale bridge. The 

prediction involves the first symmetrical torsion mode 𝛼(𝑠) and the symmetrical vertical 

bending modes ℎ1(𝑠), ℎ2(𝑠) having lower eigenfrequencies than the torsion, Fig. 7. The 

result of the flutter prediction, Fig. 9, yields a critical wind speed 𝑈𝑐𝑟 = 92 m/s when the 

span wise variation in rotation angle 𝜃(𝑠) is included (red curve). Results of a 1:190 full 

bridge model test of the bridge, Fig. 8, indicates flutter to occur at wind speeds just above 

93 m/s. Neglecting the variation in rotation angle, taking 𝜃(𝑠) = 0.50 along the entire span 

yields 𝑈𝑐𝑟 = 75 m/s (blue curve). This is higher than 𝑈𝑐𝑟 = 68 m/s obtained for the section 

model at 𝜃 = 0.50 illustrating that mode shape allowances enhance aerodynamic stability.  

 

 

 

 

 

Figure 8. 1:190 scale aeroelastic model of the Ҫanakkale Bridge at RCWE wind tunnel. 
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Figure 9: Flutter calculation representative of the full span of the Ҫanakkale Bridge. Red 

curve: including section angles of rotation due to mean wind. Blue curve: section rotation 

angles not included. 

7  Conclusions  

Experimental aerodynamic derivatives obtained for a twin-box and a tri-box suspension 

bridge deck section has been reviewed with a view to provide physical insight into the 

observation that this type of decks is found to possess higher aerodynamic stability when 

equipped with large wind screens than without the wind screens. It is found that the deck 

sections equipped with the wind screens display a "nose-up" aerodynamic moment and 

corresponding deck twist at increasing mean wind speeds. A flutter model is developed 

which allows prediction of the increase of the critical wind speed for onset of flutter as 

function of deck section rotation angle. Predicted critical wind speeds are in fair agreement 

with flutter speeds obtained from direct observations of an elastically sprung section model 

and a full aeroelastic bridge wind tunnel model. 

An important conclusion following from the above considerations is that bridges featuring 

twin-box or tri-box deck sections may be designed to achieve longer spans without 

encountering flutter than indicated by the state-of-the-art knowledge if the "nose-up" effect 

is duly accounted for and exploited. This is the topic of the PhD project of the junior author 

of the present paper.   
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Appendix A: Aerodynamic derivatives, Ҫanakkale Bridge twin-box section. Free 

oscillation tests.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Aerodynamic derivatives for initial rotation angle of -1.00. Markers (x and ◻): Experimental 

points. Curves: Polynomial fits for experimental points ◻.  
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Appendix B: Aerodynamic derivatives, Messina Bridge tri-box section. Forced 

oscillation tests. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The aerodynamic derivatives measured at fixed rotation angles of 00 (■), 20 (●) and 40 (▲). 
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Abstract

Suspension bridges in Seto-Ohashi Bridges which connect Honshu and Shikoku Islands in

Japan are highway-railway combined bridges, and have two levels in girder to accommodate

highway and railway traffics in the upper and lower levels respectively. In order to secure the

aerodynamic stability of the bridges, open gratings are installed at the center and both sides

of road deck. However, it is disadvantageous to have such openings on the road deck

because small objects may drop through the openings, and that may endanger railway

operation in lower level. Therefore, the possibility of closing the gratings are examined. As

the result of three-dimensional flutter analysis, we found that it is possible to close all the

gratings by installing center barrier as aerodynamic countermeasure.

Keyword: suspension bridge, wind, flutter, analysis, maintenance

1 Introduction

The Honshu-Shikoku Bridges are group of 17 long span bridges, which connects Honshu

and Shikoku Islands in Japan by 3 routes. Since these bridges are located over the sea, the

bridges designed considering strong winds due to typhoon and seasonal winds. The center

route called Seto-Ohashi Bridges completed in 1988, and consists of three suspension

bridges, two cable stayed bridges and one truss bridge and the length of them is 9.4 km.

The three suspension bridges are highway-railway combined suspension bridges and

Minami Bisan-Seto Bridge is the second longest highway-railway combined bridge in the

world. The cross sections of stiffening truss girders in these three bridges are identical and

have two levels for transportation. Upper level is used for highway and lower level is used

for railway (Figure 1). Kita Bisan-Seto Bridge is next to Minami Bisan-Seto Bridge and they

share anchorage. Figure 2 shows the elevations of the three suspension bridges of the Seto-

Ohashi Bridges.

In order to satisfy aerodynamic stability of the suspension bridges of the Seto-Ohashi

Bridges, open gratings have been installed at the center and both sides of road deck since

the completion. However, since small objects may drop through open grating at the center

of road deck in upper level and endanger railway operation in lower level, it is

disadvantageous to use open grating at the center of road deck in terms of maintenance.

Therefore, narrowing the range of the span requiring open grating at the center of road deck
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was considered.

At the design stage of the Seto-Ohashi Bridges, the aerodynamic stability was examined

through two-dimensional wind tunnel test assuming that the cross-section of bridge girder

was identical throughout the bridge axis, and the three dimensional effects of the long-span

bridge was not fully considered.

For the design of the Akashi-Kaikyo Bridge, about 10 years after the completion of the Seto-

Ohashi Bridges, a new evaluation method employing the three dimensional flutter analysis

was established. Currently, the evaluation method is widely applied to the aerodynamic

design of other long-span bridges in and out of Japan. Utilizing the evaluation method, the

aerodynamic stability of the above three suspension bridges in the Seto-Ohashi Bridges

were re-evaluated and the possibility of closing the open gratings were examined.

Figure 2: Seto-Ohashi suspension bridges (unit:m)

Shimotsui-Seto Bridge

Kita Bisan-Seto Bridge

Minami Bisan-Seto Bridge

Figure 1: Cross section of truss girder (unit:m)

Photo 1: Grating on the bridge deck
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2 Procedures in the re-evaluation of aerodynamic stability

As mentioned in the previous section, the three dimensional effects in the aerodynamic

design was not fully considered at the design stage of the Seto-Ohashi suspension bridges.

However, the three dimensional effects such as the deformation in transversal direction, and

the difference in aerodynamic forces at different location in longitudinal direction are

essential in proper assessment of the aerodynamic stability of long-span suspension bridges.

There are two ways to consider the above effects.

i) Wind-tunnel test with whole bridge model

ii) Three dimensional flutter analysis

If the test shown i) is conducted, the aerodynamic stability can be evaluated. However, since

the model become large, the testing facility is limited because the full scale model is large.

In addition, this test is too expensive because of modelling and operation of huge wind tunnel

facility. On the other hand, a spring supported wind-tunnel test using two dimensional model

is not so expensive as the three dimensional test, and can simulate well the wind effect of

structural detail on its stability. If the coefficient of three-component forces and unsteady

aerodynamic forces are obtained through the spring supported wind-tunnel test, the

obtained coefficients are used as the inputs for the three dimensional flutter analysis (ii). In

this study, this re-evaluation was conducted by three dimensional flutter analysis. The wind-

tunnel test was conducted based on Manual of Wind Tunnel Test for Honshu Shikoku

Bridges (Honshu Shikoku Bridge Authority, 2001).

2.1 Wind tunnel test

1) Spring supported wind-tunnel test

Before measuring the coefficients of three-component forces and unsteady aerodynamic

forces for flutter analysis, the spring supported wind-tunnel test (Photo 2) was conducted on

conditions shown in Table 1. Wind-tunnel facility was closed-circuit type wind tunnel owned

by Yokohama National University. The scale of model for the test was 1/80 and its length

was 1.25 m. Since the cross-section of the girders of suspension bridges were not symmetry

from west and east, and the east wind is critical to the bridges according to the results of

wind tunnel tests conducted during the construction period, the stability of the bridges were

evaluated in east wind.

2) Coefficients of three component forces

During consideration of the aerodynamic stability of the Akashi-Kaikyo Bridge, which

completed in 1998, it was found that three-dimensional deformation was not negligible. In

this study, the coefficients of three component forces, drag and lift forces and moment, were

measured to evaluate the three dimensional deformation properly. The measurement of the

three component forces was conducted for each cross section at the attack angle between

-10 deg. and +10 deg., and wind velocity of 8 and 12 m/s. The measured wind forces were

normalized using the following equations.

C� =
��

�.� ����� (1)
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C� =
��

�.� �����
(2)

C� =
��

�.� ������
(3)

where CD, CL and CM are mean coefficients of drag and lift forces and moment. ρ is air 

density. B, D and L are width, depth and length of truss girder, respectively.

3) Coefficients of unsteady aerodynamic forces

Since bridges are not streamlined shape, it is unable to calculate unsteady aerodynamic

forces by theoretical way because of complex configuration of bridge girder. Therefore, they

were measured by spring supported wind tunnel tests. The measurements of the

aerodynamic forces were conducted from -5 to +5 degree of angles of attack, and the

coefficients of unsteady aerodynamic forces were derived by modal decomposition and re-

assemblage method (Yamada and Miyata, 1996). The following is the equation of motion for

Photo 2: Two dimensional wind tunnel

test model (scale: 1/80)

Table 1: Condition of spring supported test

Required Measured

30.0 0.375 0.375 0%

13.0 0.1625 0.1625 0%

40.63×103 6.348

[7.936]
[8.095]

+2%

(≦2%)

7.630×10
3 0.1863

[0.2328]
[0.2281]

−2%

(≦2%)
Vertical (a) 0.166 − 1.869

Torsional (b) 0.329 − 3.296

(b)/(a) 1.98 1.98 1.76
−11%**

(≦5%)

Vertical 0.03 0.03 0.0322
+0.0022

(±0.005)

Torsional 0.03 0.03 0.0263
−0.0037

(±0.005)
* Allowable range according to Manual of Wind Tunnel Test

[ ] Values per model length 1.25m.

Bridge
Error

(Allowable*)

Model

** Does not meet requirement because consistency in polar moment of inertia was the

highest priolity.

Natural

Frequency

(Hz)

Logalythmic

Decrement

Girder Width

B (m)

Girder Depth

D (m)

Mass

m (kg/m)

Polar Moment of Inertia

(kgm
2
/m)
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the coupled vibration in vertical and torsional directions.

⟦M⟧{�̈} + ⟦�⟧{�̇} + ⟦�⟧{�} = ⟦�⟧{�̈} (4)

where:

⟦M⟧ = �
� 0
0 �

�, ⟦�⟧ = �
2�ℎ��� 0

0 2�ℎ���
�, ⟦K⟧ = �

���
� 0

0 ���
�� , ⟦F⟧ = �

�� ��

�� ��
�,

L� = −����(��� + ����), L� = −����(��� + ����),

M� = −����(��� + ����), M� = −����(��� + ����)

then, m is mass per unit length, I is polar moment of inertia per unit length, �� and �� are

natural frequencies of vertical and torsional vibrations, LjR and LjI are real and imaginary

parts of unsteady aerodynamic lift forces due to vibration in j-direction, MjR and MjI are real

and imaginary parts of unsteady aerodynamic moment due to vibration in j-direction, j is

direction of vibration, z is vertical and θ is torsional directions, respectively.

2.2 Flutter analysis

Fish-bone models of the suspension bridges composed of cable, suspender rope and truss

girder are prepared (Figure 3). To verify the numerical models of the suspension bridges,

eigenvalues of the models were calculated and compared with results which were calculated

during construction (Table 2). Since these errors are small, and we found that these models

could reproduce the behavior of the actual bridges.

581 elements
732 nodes

Shimotsui-Seto Bridge

663 elements
920 nodes

Kita Bisan-Seto Bridge

705 elements
976 nodes

Minami Bian-Seto Bridge

Figure 3: Flutter analysis models

Table 2: Eigen value analysis result

Shimotsui-

Seto

Kita Bisan-

Seto

Minami

Bisan-Seto

0.106 0.087 0.076

(0.107) (0.088) (0.076)

0.259 0.210 0.176

(0.257) (0.212) (0.176)

0.202 0.171 0.167

(0.202) (0.173) (0.166)

0.152 0.158 0.135

(0.160) (0.147) (0.133)

0.375 0.347 0.327

(0.374) (0.355) (0.329)

0.535 0.47 0.451

(0.521) (0.482) (0.453)

Top: Result of this study

(Bottom): Result of the study during construction period

Horizontal

mode

Vertical

mode

Torsional

mode

Natural frequency

(Hz)

Symmetry

Asymmetry

Symmetry

Asymmetry

Symmetry

Asymmetry
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3 Evaluation of aerodynamic stability with open gratings closed

3.1 Aerodynamic characteristics of typical cross sections

1) Spring supported wind-tunnel test

Four types of girder cross sections were tested as shown in Figure 4. Cross section 1

represents the current typical cross section of the girder with openings at the center and

both side shoulders. Cross section 2 and 3 represent the cross sections whose open

gratings are closed to see the possibility of closing the openings. Also, cross section 3 and

4 applied to some portions to reduce noise that disturbs neighboring residents, and for the

cross section 4, noise barriers are installed in the side and bottom of railway tracks. And the

application of cross section 3 and 4 is limited to side spans and vicinity of towers where the

girders’ aerodynamics does not contribute to the stability of the whole bridge very much.

The test results are shown in Figure 5. Flutter onset velocity in actual wind speed with

respect to the attack angle of approach wind are plotted. Flutter onset velocity of the cross

section 1 is much higher than the reference wind speed, 79.1m/s. On the other hand, the

aerodynamic stability degrades in the wind of positive attack angle (blowing up wind) when

the opening at the center is closed (cross section 2). In particular, flutter occurs below the

reference wind speed at +3 degree, and the contribution of the openings at the center to the

aerodynamic stability is confirmed. Cross section 3 shows the same trend as the cross

section 2. Cross section 4 with noise barriers does not satisfy reference wind speed between

- 3 and + 3 degrees.

2) Coefficients of three component force

Coefficients of three component force of cross section 1 and 2 measured in wind tunnel tests

are shown in Figure 6. The gradient and absolute value of the lift force coefficient, CL, of

cross section 2 is larger than those of cross section 1. Other coefficients, CD and CM, are

almost the same.

3) Coefficients of unsteady aerodynamic force

Coefficients of unsteady aerodynamic forces of cross section1 and 2 at +3 degree are shown

in Figure 7. It was found that the measurement result could be almost regressed into

quadratic polynomial equation.

Two dimensional flutter analysis was carried out to validate the coefficients of unsteady

Cross section 1: Open gratings
at center and both sides

Cross section 2: Open gratings
at both sides (center closed)

Cross section 3: Open grating
at center and both sides closed

Cross section 4: Open grating
at center and both sides closed,

and noise barrier installed

Figure 4: Studied cross sections

296



Second International Symposium on Flutter and its Application, 2020

aerodynamic forces obtained through wind tunnel tests. The result of the flutter analysis and

wind tunnel tests are compared in Figure 8, and the both results agree well.

3.2 Closable range of open gratings

To optimize the range of the grating at the three suspension bridges, three dimensional flutter

analysis was conducted closing the open gratings at the center of bridge deck toward the

center of the bridge span gradually. Because the wind resistant stability was degraded at the

attack angle of +3 degree as mentioned in 3.1, the flutter analysis was conducted for +3
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Figure 5: Spring supported test result Figure 6: Coefficients of three
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Figure 8: Comparison of flutter wind speed
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degree. The results of the flutter analysis for the Shimotsui-Seto Bridge is shown in Figure

9, and the arrangement of cross sections and the flutter onset wind speed derived from the

analysis are tabulated. The Open Rate (OR) is defined in the following formula.

(OR (%)) = (The range of cross section 1) / (Total girder length) × 100 (5)

As the result of the flutter analysis, we found that the reference wind speed is satisfied even

though all the gratings at the center of the bridge deck is closed (OR: 0%). In the same

manner as the Shimotsui-Seto Bridge, flutter analysis were conducted for the other two

bridges, Kita and Minami Bisan-Seto Bridges, and the analysis yielded the same results as

shown in Table 3.

4 Improvement of aerodynamic stability by center barrier

As mentioned in the previous section, we found that all the open gratings at the center of

the bridge deck can be closed. In order to examine the possibility of closing all the gratings

at center and both sides of the bridge deck, the installation of center barrier, a kind of solid

wall as the aerodynamic countermeasure is considered (Figure 10; Cross section 5). The

center barrier is installed on the existing medial divider, and the height of the barrier is 1.2m.

Such kind of solid barrier was found to be effective in the past study (Yasuda and Hirahara,

1989). Figure 11 shows the result of spring supported wind tunnel test for the cross section

5 comparing with the result for the cross section 3, and the wind resistant stability is improved

at around positive angles of attack, +3 and +5 degrees.

Figure 9: Result of three dimensional flutter analysis (Shimotsui-Seto Bridge)

Table 3: Minimum Open Rate (OR) of center grating to secure aerodynamic stability

Shimotsui Seto Kita Bisan-Seto Minami Bisan-Seto

Open Rate (OR)(%) 0 0 0

Cross section 2: Open gratings at both sides (center closed)

Cross section 1: Open gratings at center and both sides

Cross section 3: Open gratings at center and both sides closed

Reference wind speed: 73 m/s

OR (%) Flutter onset speed (m/s)Cross section arrangement

41

34

23

12

5

1

0

More than 130

128

110

94

86

82

80
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And again, the three dimensional flutter analysis was conducted replacing the cross section

1 with the cross section 5 (center barrier installed), and decreasing the number of center

barrier replacing the cross section 5 with the cross section 3 little by little. The “Center Barrier

Rate (CBR)” is defined in the following formula.

(CBR (%)) = (The range of cross section 5) / (Total girder length) × 100 (6)

The result of flutter analysis for the Shimotsui-Seto Bridge is shown in Figure 12, and all the

gratings can be closed securing the aerodynamic stability when the CBR is more than 23%.

In the same manner as the Shimotsui-Seto Bridge, flutter analysis were conducted for the

other two bridges, Kita and Minami Bisan-Seto Bridges. As shown in Table 4, all the gratings

of the Kita and Minami Bisan-Seto Bridges can be closed when the CBRs are more than

22% and 15% respectively.

Center barrier

Cross section 5: Open grating at center and
both sides closed, and center barrier installed

Figure 10: Studied cross section

Figure 11: Spring supported test
result (cross section 5)

Figure 12: Result of three dimensional flutter analysis (Shimotsui-Seto Bridge;
all gratings closed and center barrier installed)

Table 4: Minimum Center Barrier Rate (CBR) to secure aerodynamic stability

Shimotsui Seto Kita Bisan-Seto Minami Bisan-Seto

Center Barrier Rate (CBR)(%) 23 22 15
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5 Conclusions

In order to improve the maintainability of the suspension bridges of the Seto-Ohashi Bridges,

three dimensional flutter analysis was conducted, and the possibility of closing the open

gratings was examined. As the result of the analysis, we found that it is possible to close all

of the gratings at the center of road deck. Also, we found that it is possible to close all the

gratings by installing center barrier as aerodynamic countermeasure.

However, the selection of the closing portion have to be conducted carefully taking into

account of the damping characteristics of the actual bridges because the structural damping

of torsional modes of truss girder tends to be smaller than that of vertical modes according

to the previous study.

Also, the detail of the closing structure have to be carefully studied considering the load

bearing capacity, serviceability and workability of the installation work.
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Abstract  
A rational function approximation method is used to express self-excited forces with flutter 
derivatives in the time domain. Recently, a direct identification method of the rational 
function approximation coefficients by wind-tunnel experiment was developed. However, 
detailed conditions of the wind speed level and applicability of other complicated sections 
are still unknow. This study verifies the applicability of this direct approximation method by a 
numerical simulation for a flat plate, rectangular section and truss section. Result showed 
that two wind speed steps gave an accurate identification. Besides, high accuracy for the 
flat plate and rectangular section was confirmed while relatively lower accuracy for the truss 
section was confirmed. 

Keyword: flutter derivative, rational function approximation, direct identification, time 
domain 

1  Introduction  

Self-excited forces of a bridge deck are normally formulated by using non-dimensional 
flutter derivatives which are obtained experimentally and functions of the reduced frequency. 
Applying the self-excited forces to equations of motion of a bridge structure and performing 
a complex eigenvalue analysis, flutter parameters such as aeroelastically influenced 
frequencies and damping are calculated. Then a flutter critical wind speed can be obtained. 
When one wants to analyze a time-history response of a bridge deck near the flutter critical 
wind speed, a formulation of self-excited forces in the time domain is necessary. So far, a 
rational function approximation of measured self-excited forces has been often used to 
analyze the time-history response. 
Recently, a direct identification method of the rational function approximation coefficients by 
wind-tunnel experiment was developed by Cao et. al. (2012). They experimented a flat 
plate and a 1:5 rectangular cross section, and concluded that the measurement at two wind 
speed steps could give a satisfactory result. However, detailed conditions of the wind speed 
level and applicability of other complicated sections are still unknow. 
This study verifies the applicability of this direct approximation method by a numerical 
simulation. In addition, effects of wind speed level and wind-speed steps on the 
approximation result are examined. Finally, a time-history response analysis demonstrates 
flutter evolution before/after the flutter onset. 
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2  Rational function approximation from time history response (MS-RFA method) 

Formulation of self-excited force (lift and pitching moment) used in this study is shown in Eq. 
(1). This is the Minimum State Rational Function Approximation in the Laplace domain 
formulated by Karpel (1982) (hereinafter, MS-RFA method ) where p (= iK, i is the imaginary 
unit, K = Bω/U: reduced frequency) is the Laplace variable and ∗� is the Laplace transform. 

�𝐿𝐿
�𝑠𝑠𝑠𝑠
𝑀𝑀�𝑠𝑠𝑠𝑠

� = 𝑉𝑉𝑓𝑓𝑄𝑄𝑞𝑞�
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2
𝜌𝜌𝑈𝑈2𝐵𝐵 0

0
1
2
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�

⎣
⎢
⎢
⎢
⎡(𝐴𝐴0)11 + (𝐴𝐴1)11𝑝𝑝 +

(𝐹𝐹)11𝑝𝑝
𝑝𝑝 + 𝜆𝜆

(𝐴𝐴0)12 + (𝐴𝐴1)12𝑝𝑝 +
(𝐹𝐹)12𝑝𝑝
𝑝𝑝 + 𝜆𝜆

(𝐴𝐴0)21 + (𝐴𝐴1)21𝑝𝑝 +
(𝐹𝐹)21𝑝𝑝
𝑝𝑝 + 𝜆𝜆

(𝐴𝐴0)22 + (𝐴𝐴1)22𝑝𝑝 +
(𝐹𝐹)22𝑝𝑝
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⎥
⎥
⎥
⎤
�ℎ
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𝛼𝛼�
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where ρ: air density, U: wind speed, B: deck width, h: vertical displacement, α: torsional 
displacement, and 𝐴𝐴0, 𝐴𝐴1, 𝐹𝐹, λ are rational function approximation coefficients which are 
corresponding to the flutter derivative. 
Cao et al. (2012) developed a technique for directly identifying the rational function 
approximation coefficients from a time-history response on Eq. (1). Now, by performing the 
inverse Laplace transform by multiplying both sides of the Eq. (1) by p+1, the expression in 
the time domain is obtained as shown in Eq. (2). 

�̇�𝐿𝑠𝑠𝑠𝑠 + 𝜆𝜆𝐿𝐿
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𝜌𝜌𝑈𝑈2𝐵𝐵(��
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𝐵𝐵
𝑈𝑈
�𝜓𝜓3�̈�𝑞�                                    (2a) 

�̇�𝑀𝑠𝑠𝑠𝑠 + 𝜆𝜆𝑀𝑀
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𝐵𝐵
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𝜌𝜌𝑈𝑈2𝐵𝐵2(��
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𝐵𝐵
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𝐵𝐵
𝑈𝑈
�𝜓𝜓6�̈�𝑞�                                  (2b) 

where (•) represents the time derivative. And, 𝜓𝜓1 ∼ 𝜓𝜓6 are a vector containing rational 
function approximation coefficients and are expressed as follows. 

𝜓𝜓1 = �𝜆𝜆𝐿𝐿�𝐴𝐴0�11 𝜆𝜆𝐿𝐿�𝐴𝐴0�12�                          (3a) 

𝜓𝜓2 = ��𝐴𝐴0�11+𝜆𝜆𝐿𝐿�𝐴𝐴1�11 + �𝐹𝐹�11 �𝐴𝐴0�12+𝜆𝜆𝐿𝐿�𝐴𝐴1�12 + �𝐹𝐹�12�                     (3b) 

𝜓𝜓3 = ��𝐴𝐴1�11 �𝐴𝐴1�12�                                                              (3c) 

𝜓𝜓4 = �𝜆𝜆𝑀𝑀�𝐴𝐴0�21 𝜆𝜆𝑀𝑀�𝐴𝐴0�21�                                                       (3d) 
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𝜓𝜓6 = [(𝐴𝐴1)22 (𝐴𝐴1)22]                                                             (3f) 

Rewriting Eqs. (2a) and (2b) to Eqs. (4a) and (4b), respectively, and expressing the first 
terms in the left-hand side as 𝐴𝐴𝐿𝐿 , 𝐴𝐴𝑀𝑀, the second terms in the left-hand side as 𝑋𝑋𝐿𝐿 , 𝑋𝑋𝑀𝑀 
and the right-hand side as 𝑏𝑏𝐿𝐿 , 𝑏𝑏𝑀𝑀, Eqs. (4a) and (4b) are rewritten by Eqs. (5a) and (5b). 
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𝐴𝐴𝐿𝐿𝑋𝑋𝐿𝐿 = 𝑏𝑏𝐿𝐿 , 𝐴𝐴𝑀𝑀𝑋𝑋𝑀𝑀 = 𝑏𝑏𝑀𝑀                                                    (5a, b) 

Finally, vectors 𝐴𝐴𝐿𝐿  and  𝐴𝐴𝑀𝑀 containing the rational function approximation coefficients are 
obtained using the least square method as follows. 

𝐴𝐴𝐿𝐿 = �𝑏𝑏𝐿𝐿𝑋𝑋𝐿𝐿𝑇𝑇��𝑋𝑋𝐿𝐿𝑋𝑋𝐿𝐿𝑇𝑇�
−1

, 𝐴𝐴𝑀𝑀 = �𝑏𝑏𝑀𝑀𝑋𝑋𝑀𝑀𝑇𝑇��𝑋𝑋𝑀𝑀𝑋𝑋𝑀𝑀𝑇𝑇�
−1

                 (6a, b) 

Well-known flutter derivatives (Simiu and Scanlan, 1996) by Scanlan (Hi*, Ai* (i = 1 - 4) in 
Eqs. (7a) and (7b)) are related to the rational function approximation coefficients in this 
study as shown in Eqs. (8a - h) where 𝑄𝑄∗∗ expresses each component in the matrix of the 
second term in the right-hand side of Eq. (1). 

𝐿𝐿𝑠𝑠𝑠𝑠 =
1
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𝐵𝐵
�             (7a) 
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1
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𝐻𝐻1 = 𝐼𝐼𝐼𝐼 �𝑄𝑄11� 𝐾𝐾2⁄ ,𝐻𝐻2 = 𝐼𝐼𝐼𝐼 �𝑄𝑄12� 𝐾𝐾2⁄ ,𝐻𝐻3 = 𝑅𝑅𝑅𝑅 �𝑄𝑄12� 𝐾𝐾2⁄ ,𝐻𝐻4 = 𝑅𝑅𝑅𝑅 �𝑄𝑄11� 𝐾𝐾2⁄         (8a − d) 

𝐴𝐴1 = 𝐼𝐼𝐼𝐼 �𝑄𝑄21� 𝐾𝐾2⁄ ,𝐴𝐴2 = 𝐼𝐼𝐼𝐼 �𝑄𝑄22� 𝐾𝐾2⁄ ,𝐴𝐴3 = 𝑅𝑅𝑅𝑅 �𝑄𝑄22� 𝐾𝐾2⁄ ,𝐴𝐴4 = 𝑅𝑅𝑅𝑅 �𝑄𝑄21� 𝐾𝐾2⁄         (8e − h) 

3  Validation of MS-RFA method for flat plate and rectangular cross section 

In this section, using the rational function approximation coefficients of the flat plate (B/D = 
15) and the rectangular cross section (B/D = 5) by Cao et al. (2012), the calculation 
algorithm described in Section 2 is verified. 
Firstly, self-excited force time histories were generated with Eq. (9) (inverse Laplace 
transform of Eq. (1)) by known rational function approximation coefficients of the flat plate 
and rectangular cross section, and conditions in Table 1. Then, the rational function 
approximation coefficients were calculated according to the algorithm in Section 2. Finally, 
by performing the comparison with the first assumed coefficients, the MS-RFA technique 
was verified. Here, a white noise of 0.5% of the maximum displacement was added to the 
displacement time-history. Width (B) of the flat plate and rectangular cross section is 0.3 m 
and 0.16 m, respectively. Height (D) of those is 0.02 m and 0.032 m, respectively. Further, 
the time history was generated at wind speeds of 2.8 m/s and 14.4 m/s. 
Table 2 shows a comparison of the rational function approximation coefficients between 
initially set ones and calculation results by the MS-RFA method. For the cross section of the 
flat plate, the rational function approximation coefficient by the MS-RFA method was able to 
reproduce with very high accuracy what was initially set, indicating that the identification 
method was properly reproduced. Here, a self-excited force time history is created from the 
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Table 1: Simulation conditions 
 

Air density ρ 1.23 kg/m3 

Sampling frequency 625 Hz 

Data length 10 s 

Vertical displacement h 0.02×sin(2π×2.5t) m 

Torsional displacement α 0.03×sin(2π×2.5t) rad 
 

 
Table 2: Verification of MS-RFA method (Comparison of RFA coefficients) 

 

 Flat plate Rectangular cross section 

Original MS-RFA result Original MS-RFA result 

A0 
-0.3273 -6.2384 -0.3052 -6.2851 -0.0618 -7.9085 0.9917 -7.8894 

-0.097 1.3818 -0.1067 1.4012 -0.0387 -0.6258 0.0312 -0.7499 

A1 
-3.7549 -1.4947 -3.7549 -1.4947 -0.782 7.3997 -0.7466 7.5402 

0.851 -0.3819 0.8510 -0.3819 -1.7649 -1.0621 -1.7644 -1.0610 

F 
-0.9484 1.3397 -0.9569 1.3661 -10.461 -5.7309 -9.7240 -5.0258 

0.2689 -0.1682 0.2739 -0.1839 -1.5021 2.9637 -1.4240 2.7457 

λL 0.1843 0.1839 1.2048 1.1072 

λM 0.2239 0.2232 0.7091 0.6877 

 
 
known rational function approximation coefficients, and the rational function approximation 
coefficients are calculated again using the time history. Therefore, it is obvious that the 
same value as the original coefficient is obtained. However, it can be said that the stability 
of the present method is shown under the influence of noise simulating actual 
measurement. On the other hand, generally good reproduction results were obtained even 
with the rectangular cross section, but in the terms of (A0)11 and (A0)21, the sign was 
reversed although the absolute value was small, and there was some discrepancy. Figure 1 
shows the comparison of flutter derivatives of the rectangular cross section between the 
original ones and calculation result by the MS-RFA method. (A0)11 and (A0)21 correspond to 
H4* and A4*, respectively and both are displacement proportional terms. It was found that an 
error occurred when calculating the self-excited force time history in Eqs. (9a, b). However, 
it could not be further improved by adjusting the analytical conditions. Since H4* and A4* are 
minor for bridge flutter, it proceeds to the next step using the present algorithm. 
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    (1) H1*                                 (2) H4* 

 

 
    (3) H2*                                 (4) H3* 

 

 
    (5) A1*                                 (6) A4* 

 

 
   (7) A2*                                (8) A3* 

Figure 1: Comparison of flutter derivatives before and after applying the MS-RFA method 
(rectangular cross section) (Blue line: original, red line: MS-RFA method) 

 

4  Verification with truss cross section and influence of wind speed step 

In this section, using the truss section (see Fig. 2) for which the flutter derivative was 
identified by a free vibration method (Yamada et al., 1996) in the past study (Kusuhara et al., 
2016), the applicability of the MS-RFA method is examined in the same manner as in the 
previous section. In addition, the influence of the wind speed level (magnitude of wind 
speed) and the step number of wind speed at which the MS-RFA method is applied are 
examined. 
First, a free vibration displacement time history measured when the flutter derivative was 
identified was used for the input displacement signal. Incidentally, the measured free 
vibration signal was sampled at the frequency of 100Hz. Using the 2nd-order spline curve 
interpolation, the signal was adjusted with the sampling frequency of 625Hz, which is the 
same as one in Section 3. Next, using the flutter derivatives identified by the free vibration 
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method, a self-excited force time history was created by Eqs. (7a, b). Further, the wind 
speed of the time-history signal used was 3.65 m/s (U/fB = 3.0) and 9.63 m/s (U/fB = 7.8) 
where two wind speed steps were used, same as that in Cao et al. (2012). Rational function 
approximation coefficient and flutter derivative were calculated by the MS-RFA method. 
Figure 3 shows the comparison of flutter derivatives identified by the free vibration method 
and MS-RFA method. As described later, Figure 3 shows the result by the wind speed level 
and step such that an error between the original flutter derivative and calculated one by the 
MS-RFA method is smallest. Although A2* shows a very good match, the difference is larger 
in H2*, H3* and A4*. 
Next , the influence of the number of wind speed steps and the wind speed level of the time 
history data in the MS-RFA method on the calculated flutter derivative was examined. In this 
method, the rational function approximation coefficient (flutter derivative) is determined by 
the least square method as shown in Eq. (1). However, when viewed in the frequency 
domain, it is expected that the results will differ depending on the wind speed level and wind 
speed step number used in the calculation although Cao et al. (2012) concluded that two 
wind speed steps are sufficient. Figure 4 shows the result of the torsional damping related 
term and two coupling terms (H1*, A2* and A3*) for (1) one wind speed (U/fB = 4.8), (2) two 
wind speeds (U/fB = 3.0 and 4.8) and (3) three wind speeds (U/fB = 3.0, 4.8 and 7.8). From 
this, it can be seen that the influence on A2* and A3* is large, and the degree of reproduction 
is lower when the wind speed step number is three rather than two. The effects of the 
number of wind speed steps and wind speed level need to be further studied in the future. 
 

 
Figure 2: Truss cross section used 

 
 

Table 2: Calculation parameters 
 

Air density ρ 1.23 kg/m3 
Width B 0.375 m 
Height D 0.1625 m 

Sampling frequency f 625 Hz 
Data length 10 s 
Wind speed 3.65 m/s and 9.63 m/s 

Vertical frequency 1.87 Hz 
Torsional frequency 3.30 Hz 
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   (1) H1*                               (2) H4* 

 

 
   (3) H2*                               (4) H3* 

 

 

   (5) A1*                               (6) A4* 
 

 
   (7) A2*                               (8) A3* 

 
Figure 3: Reproduction of flutter derivatives by MS-RFA method (truss section) 

(〇: free vibration method, blue line: regression curve of 〇, red line: MS-RFA method) 
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(1) One wind speed (U/fB = 4.8) 
 

 
 

(2) Two wind speed (U/fB = 3.0 and 4.8) 
 

 
 

(3) Three wind speed (U/fB = 3.0, 4.8 and 7.8) 
 
Figure 4: Reproduction of flutter derivatives by MS-RFA method (influence of wind speed 
step) (〇: flutter derivatives identified by free vibration method, blue line: regression curve 
of 〇, red line: flutter derivatives by MS-RFA method) 
 

5  Time-history analysis with rational function approximation 

In order to investigate the efficiency of the rational function approximation in the time-history 
analysis, a time-history analysis using the rational function approximation coefficients 
obtained in the last section was demonstrated. The time-history analysis was performed for 
the truss section in Figure 2 with the rational function approximation coefficients 
corresponding to the result in Figure 3 (two wind speed steps) and with parameters shown 
in Table 3. Not only self-excited force but also quasi-steady buffeting force were considered 
in the analysis. 
Figure 5 shows torsional response at wind speeds of 100 m/s and 120 m/s. The case at 100 
m/s did not show any apparent divergent trend while the case at 120 m/s showed rapid 
divergent trend. Wind-tunnel test of this bridge at the design stage confirmed that flutter did 
not occur up to 100 m/s. In this regard, this time-history analysis gave a reasonable result 
and usefulness of the rational function approximation method. 
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Table 3 Analytical conditions in time-history analysis 
 

Deck width B 30.0 m 
Deck height D 13.0 m 

Air density ρ 1.23 kg/m3 
Time step Δt 0.2 s 

1st vertical frequency fh 0.166 Hz 
1st torsional frequency fα 0.329 Hz 

Vertical damping ratio 𝜉𝜉ℎ 0.03/2π 
Torsional damping ratio 𝜉𝜉𝛼𝛼 0.03/2π 

Mass per unit length m 40.63×103 kg/m 
Polar moment of inertia 

per unit length I 7,630×103 kgm2/m 

 
 

 
(1) Wind speed of 100 m/s 

 

 
(2) Wind speed of 120 m/s 

 
Figure 5: Torsional response before (left) and after (right) flutter onset 

 

6  Conclusions 

This study reproduces the technique for directly identifying the flutter derivative in the time 
domain (MS-RFA method) proposed in the previous study by numerical simulation and 
verifies its applicability. In addition, its applicability for a truss cross section and the 
influence of calculation parameters were examined. As a result, the applicability for the flat 
plate section (B/D = 15) and the rectangular cross-section (B/D = 5) was confirmed as with 
previous studies. For the truss cross section, a very good match for A2* was confirmed while 
difference in H2*, H3* and A4* increased. Also, the wind speed steps used in the analysis 
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influenced the result for A2* and A3* and three wind speed steps lowered the reproducibility 
compared with two wind speed steps. The influence of the number of wind speed steps and 
the wind speed level is considered to depend on the cross-sectional shape, so further study 
is necessary in the future. 
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Abstract  

Long span suspension bridges have experienced aerodynamic flutter stabilization with 

adopting vertical stabilizer, slotted or twin box girder and their combination. With the 

happening and potential increase of span length, suspension bridges with super long span 

have been facing more challenging in aerodynamic flutter. The challenging stabilization for 

super long span suspension bridges has been introduced with some new attempts, including 

horizontal stabilizers, combination of horizontal and vertical stabilizers, optimization of twin 

box girder and widely slotted box girder or narrowly slotted box girder with stabilizers. The 

horizontal stabilizers on both sides of box girder can improve the flutter critical speed about 

39%, and the further improvement of 8% can be realized with the combination of the 

horizontal and vertical stabilizers. There is still a room to optimize slot width and shape and 

girder depth for 2,000m spanned suspension bridges, and the widely slotted girder may 

provide 5,000m suspension bridge with high enough flutter critical speed after further study. 

Keyword: Flutter stabilization, suspension bridge, super long span, aerodynamic 

countermeasure, horizontal stabilizer, twin box 

1  Introduction  

Modern suspension bridges originated from rattan chain and later iron chain supported 

bridges in China in ancient time have experienced a considerable development since 

Brooklyn Bridge with a span length of 486m in 1883. It took about 48 years for the span 

length of suspension bridges to jump to 1,067m of George Washington Bridge in 1931, as 

the first bridge with a span length over 1,000m. Although the further increase in the next 50 

years was not so large in Humber Bridge of 1,410m in 1981, the new stiffening girder, 

orthotropic steel box girder, replaced the traditional steel truss girder. The latest span length 

record has been hold by 1,991m Akashi Kaikyo Bridge with truss girder built in 1998 and 

1,650m Xihoumen Bridge with box girder in 2009 (Ge, 2016). 

 

Ten longest-span suspension bridges completed in the world are listed in Table 1, including 

five in China and one in Japan, Denmark, Turkey, Korea and UK, respectively. Among these 

ten suspension bridges, seven of them have encountered aerodynamic problems including 

five in flutter and two in vortex induced vibration (VIV). Both Great Belt Bridge and the 4th 

Nanjing Bridge have simply used guide vanes to improve VIV, and the other five bridges 

suffered in flutter have adopted three kinds of control measures, including vertical stabilizer 

(Runyang Bridge), slotted or twin box girder (Xihoumen Bridge, Yi Sun-sen Bridge and Tsing 

Ma Bridge) and their combination (Akashi Kaikyo Bridge) (Ge, 2019). 
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Table 1: Ten longest-span suspension bridges 

 

No. Bridge Name Span (m) Girder Problem Control Country Year 

1 Akashi Kaikyo 1991 Truss flutter slot/stabilizer Japan 1998 

2 Xihoumen Bridge 1650 box flutter slot China 2009 

3 Great Belt Bridge 1624 Box vortex guide vane Denmark 1998 

4 Osman Gazi Bridge 1550 Box none no Turkey 2016 

5 Yi Sun-sen Bridge 1545 Box flutter slot Korea 2012 

6 Runyang Bridge 1490 Box flutter stabilizer China 2005 

7 4th Nanjing Bridge 1418 Box vortex guide vane China 2012 

8 Humber Bridge 1410 Box none no UK 1981 

9 Jiangyin Bridge 1385 Box none no China 1999 

10 Tsing Ma Bridge 1377 Box flutter slot China 1999 

 

With the ever-growing span length, suspension bridges are becoming lighter, more flexible, 

and lower damping, which result in more sensitive to wind actions, in particular, aerodynamic 

flutter instability. After three successful aerodynamic stabilizations for long-span suspension 

bridges are reviewed, this paper presents the current flutter stabilization studies on five box-

girder suspension bridges with a super long span from 1,666m to 2,016m even further to 

5,000m listed in Table 2 (Ge, 2017b). 

 

Table 2: Five suspension bridges with super long span 

 

Order Bridge Name Span (m) Girder Problem Country Plane 

1 Lingding Bridge 1666m Box Flutter China Construction 

2 2nd Humen Bridge 1688m Box Flutter China Completed 

3 Shuangyumen Bridge 1708m Box Flutter China Design 

4 Sunda Strait Bridge 2016m Box Flutter Indonesia Feasibility 

5 Taiwan Strait Bridge 5000m Box Flutter China Proposal 

2  Horizontal stabilizers and their combination with vertical stabilizers 

Recently, China has launched two long-span suspension bridges with wide box girder for 

eight traffic lanes, including the 2nd Humen Bridge with the main span of 1,688 m under the 

required flutter speed of 63.3 m/s and the 1,666 m spanned Lingding Channel Bridge with 

the required flutter speed of 83.7 m/s. The original box girder is 44.7 m wide and 4 m deep 

shown in Figure 1, and the wind tunnel tests have confirmed the minimum critical flutter 

speed of 55.7 m/s, which is much smaller than the requirements (Ge, 2017a). 

2.1  Horizontal stabilizers 

In order to improve flutter stability of the 2nd Humen Bridge, two kinds of horizontal 
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stabilizers (HS), 1.5m and 2.5m wide, have been studied through wind tunnel tests. The 

experimental results of critical flutter speeds through the sectional model (SM) and the full 

model (FM) testing are summarized for these three cross section girders, including 0m, 1.5m 

and 2.5m wide horizontal stabilizers, in Table 3. Although the critical flutter speeds of the full 

model testing are smaller than those of the sectional model testing, the horizontal stabilizers 

with 2.5m width can meet with the required flutter checking speed of 63.3m/s. The single 

box girder with 2.5m wide horizontal stabilizers has been finally selected as the proposed 

scheme (Ge et al., 2015). 

 

 

 

Figure 1: Single box girder with horizontal stabilizers (unit: cm) 

 

Table 3: Critical flutter speeds of the 2nd Humen Bridge 

 

HS Width Testing 
Critical flutter speed (m/s) Required 

3 0 +3 Min (m/s) 

0.0 m SM 83.5 56.7 55.7 55.7 63.3 

1.5 m SM 83.5 76.0 58.6 58.6 63.3 

2.5 m SM 77.7 77.9 82.5 77.7 63.3 

2.5 m FM 76.2 71.7 70.7 70.7 63.3 

2.2  Horizontal and vertical stabilizers combination 

For further improvement in Lingding Channel Bridge, three more kinds of vertical stabilizers, 

including up, down and the combination vertical stabilizers, have been tried with different 

heights. The critical flutter speeds due to the sectional model tests are summarized for three 

combinations of horizontal and vertical stabilizers, including 1.2m up, 0.8m down and 1.2m 

up plus 0.8m down vertical stabilizers, in Table 4. Although the minimum critical flutter speed 

of the last combination scheme is 84.0m/s, which is greater than the requirement of 83.7m/s, 

the safety margin is not large enough to overcome the difference between sectional model 

testing and full model testing. The depth of the single box girder has been proposed to 

increase from 4m to 5m, and the minimum critical flutter speed has been raised up to 87m/s. 

It is necessary to confirm this result by full aeroelastic model testing in the next step (Ge et 

al., 2018a). 
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Table 4: Critical flutter speeds of Lingding Channel Bridge 

 

  Vertical stabilizer Critical flutter speed (m/s) Required 

Up Down 3 0 +3 Min (m/s) 

No No 77.7 77.9 82.5 77.7 83.7 

1.2 m No 83.0 90.0 83.5 83.5 83.7 

No 0.8 m 80.5 82.9 81.7 81.7 83.7 

1.2 m 0.8 m 87.5 92.5 84.0 84.0 83.7 

3  Optimization of slotted or twin box girders 

With the increase of span length and required flutter checking speed of suspension bridges, 

vertical stabilizer, horizontal stabilizers and their combinations mounted on single box girder 

may not be enough to guarantee aerodynamic flutter stability, and slotted or twin box girder 

could be a better choice. In order to further optimize the twin box girders used in Xihoumen 

Bridge and Yi Sun-sen Bridge, two proposed super-long span suspension bridges, 

Shuangyumen Bridge in China and Sunda Strait Bridge in Indonesia, are discussed with the 

emphasis on twin box girder optimization. 

3.1  Optimization of slot width and shape  

Located in the Zhoushan Archipelago in China, Shuangyumen Bridge was preliminarily 

designed as a suspension bridge with a single span of 1,708m and a deck width for only 4 

traffic lanes. Due to the adverse wind environment at the bridge site, the required flutter 

checking speed is 80m/s, and two possible girder schemes were proposed, single box girder 

with the combination of vertical and horizontal stabilizers and twin box girder, shown in 

Figure 2. 

 

 
 

Figure 2: General layout and alternative box girders of Shuangyumen Bridge 

 

As far as flutter performance is concerned, twin box girder is a better solution compared with 

single box girder even with the combination of vertical and horizontal stabilizers. In this 

investigation, the slot width ratio, b/B, and the chamfering size, hxd, of the inner corner were 

selected as two optimization parameters shown in Figure 3, the results from sectional model 

wind tunnel tests are listed in Table 5. The flutter performance is improved by the increasing 

of slot width ratio as the chamfering size of inner corner is fixed to hxd = 0.9×0.9m, while the 

enlarging of inner corner chamfering will also increase the flutter critical wind speed. All five 

cases have critical wind speed higher than 89.6m/s, which suggests that central slot has 

section1 section2
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certain superiority in flutter control domain (Ge et al., 2016b). 

 

 

 

Figure 3: Twin box girder with slot width of b and slot shape of hxd 

 

Table 5: Critical flutter speeds of Shuangyumen Bridge 

 

b / B h x d Critical flutter speed (m/s) Required 

m / m m x m 3 0 +3 Min (m/s) 

5 / 37 0.9×0.9 89.6 >100 >100 89.6 89.6 

5.5 / 37.5 0.9×0.9 91.8 >100 >100 91.8 89.6 

6 / 38 0.9×0.9 92.4 >100 >100 92.4 89.6 

6 / 38 2.3×2.3 94.1 >100 >100 94.1 89.6 

6 / 38 4.7×2.3 95.2 >100 >100 95.2 89.6 

3.2  Optimization of girder depth and slot width  

As a main part of the Trans Asian & Asean Highway and Railway in Indonesia, Sunda Strait 

Bridge linking Sumatra Island and Java Island is planned as a super-long span suspension 

bridge with the span arrangement of 792+2016+792m and the cable sag to span ratio of 

1/10. In the conceptual design stage, there are two stiffening girder design schemes 

provided by the designers, that is, the deep twin box girder and the shallow twin box girder 

in Figure 4. The deep twin box girder is 51.8m wide and 9.76m deep with a central slot of 

2.25m, and the shallow one is 60.35m wide and 5.8m deep with a slot of 10.8m. The 

ventilation ratios of these two girders can be calculated by dividing net slot area by total slot 

area, and have the values of 31% in the deep scheme and 53% in the shallow scheme, 

respectively, which are very important to aerodynamic flutter stability. 

 

   
a) Deep twin box girder 
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b) Shallow twin box girder 

 

Figure 4: Stiffening girder of Sunda Strait Bridge (Unit: mm) 

 

The experimental results of the flutter critical speeds under different angles of attack are 

listed and compared in Table 6. The minimum flutter critical speed is 82m/s for the deep twin 

box girder scheme and 93m/s for the shallow twin box girder scheme, respectively. Since 

the flutter checking speed of Sunda Strait Bridge is set to 93m/s, the aerodynamic flutter 

stability performance of both design schemes may need to be further improved in the next 

design stage. It is suggested that the further improvement can be realized by either 

increasing the width or ventilation ratio of central slot or adopting additional central stabilizer 

like the combination of stabilizer and slot in Akashi Kaikyo Bridge (Zhou et al., 2018). 

 

Table 6: Critical flutter speeds of Sunda Strait Bridge 

 

Stiffening girder 
Critical flutter speed (m/s) Required 

3 0 +3 Min (m/s) 

Deep twin box girder 84 87 82 82 93 

Shallow twin box girder 93 108 113 93 93 

4  Widely slotted twin box girder 

As a long-time dream and an engineering challenge, the technology of bridging larger 

obstacles has entered into a new era of crossing wider sea straits. One of the most 

interesting challenges has been identified as bridge span length limitation, in particular the 

span limits of suspension bridges as a bridge type with potential longest span. The dominant 

concerns of super long-span bridges to bridge designers are basically technological 

feasibility and aerodynamic considerations. With the emphasis on aerodynamic stabilization 

for longer span length, a typical three-span suspension bridge with a 5,000m central span 

and two 1,600m side spans as well as a cable sag of f or n = f/L is considered as the limitation 

of span length for Taiwan Strait as shown in Figure 5 (Ge, 2011). 

 

5000 16001600

f

 

 

Figure 5: Span arrangement of Taiwan Strait Bridge (Unit: m) 
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4.1  Sectional model wind tunnel testing  

With considering aerodynamic stabilization for super-long span, two kinds of generic twin 

box girders, namely widely slotted girder (WSG) without any stabilizers (Figure 6a) and 

narrowly slotted girder (NSG) with vertical and horizontal stabilizers (Figure 6b), were 

proposed and investigated through sectional model wind tunnel testing. The WSG cross 

section has a total deck width of 80m including a wide slot of 40m and four main cables for 

a 5,000m-span suspension bridge while the NSG provides a narrower deck solution of 50m 

including a narrow slot of 14m and two main cables (Ge, 2011). 

 

  
a) WSG Cross section                 b) NSG Cross section 

 

Figure 6: Stiffening girders of Taiwan Strait Bridge (Unit: m) 

 

The results of critical flutter speeds at the attack angle of 0 degree are summarized in Table 

7. For both twin box girders the critical flutter speed increases with the decrease of the cable 

sag ratio n, although the frequency ratio of torsion to vertical bending slightly decreases. 

The most important reason is the considerable increase of the generalized properties in the 

aerodynamic stability analysis. The minimum critical wind speeds for the WSG and NSG 

sections are 82.9 m/s and 74.7 m/s, respectively (Ge, 2011). 

 

Table 7: Critical flutter speeds based on sectional model testing 

 

Ratio Bending (Hz)  Torsion (Hz) Critical speed (m/s) 

n = f/L WSG NSG WSG NSG WSG NSG 

1/8 0.0596 0.0594 0.0709 0.0907 82.9 74.7 

1/9 0.0613 0.0612 0.0721 0.0893 88.8 77.4 

1/10 0.0622 0.0620 0.0727 0.0865 90.9 78.9 

1/11 0.0624 0.0622 0.0727 0.0840 98.9 82.7 

4.2  Full aeroelastic model wind tunnel testing  

In order to verify the sectional model testing results, a full-bridge aeroelastic model of a 

feasible suspension bridge with the span arrangement of 2,000m+5,000m +2,000m was 

designed and manufactured with the geometrical scale of 1:620, and the wind tunnel testing 

was carried out under smooth flow and the turbulent flow with different angles of attack in 

the TJ-3 Boundary Layer Wind Tunnel, which is 15m wide, 2m high and 14m long, shown in 

Figure 7 (Ge et al., 2018b). 
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Figure 7: Full aeroelastic model of Taiwan Strait Bridge 

 

Table 8 shows the critical flutter speeds under different attack angles and flow conditions. It 

was found that there is a big difference in critical flutter speed between the proposed slotted 

twin box girder and the corresponding slot sealed girder, which verifies the necessity of 

adopting a widely slotted twin box girder in this super-long suspension bridge. Among three 

different angles of attack under smooth flow, the critical flutter speed has the maximum value 

of 80.9 m/s at the -3 degree angle of attack and the minimum value of 51.4m/s at 3 degree. 

Although the buffeting response in turbulent flow is quite small, on-coming turbulence does 

influence the critical flutter speed in unfavorable ways (Ge et al., 2018b). 

 

Table 8: Critical flutter speeds based on full aeroelastic model testing 

 

Stiffening 

Girder 

Testing 

Flow 

Critical flutter speed (m/s) 

3 0 +3 Min 

Slot sealed Smooth  31.9   

WSG Smooth >80.9 69.2 51.5 51.5 

WSG 10% Turbulence >74.7 69.7 46.1 46.1 

5  Conclusions  

Long span suspension bridges have experienced aerodynamic flutter since the Tacoma 

Narrows Bridge failure, and most successful aerodynamic countermeasures are among 

vertical stabilizer, slotted or twin box girder and their combination to successfully overcome 

flutter instability in 1990s and 2000s. With the happening and potential increase of span 

length in 2010s, suspension bridges with super long span have been and are facing more 

challenging in aerodynamic flutter stabilization. The challenging flutter stabilization for super 

long span suspension bridges has been introduced with some new attempts, including 

horizontal stabilizers, combination of horizontal and vertical stabilizers, optimization of twin 

box girder and widely slotted box girder or narrowly slotted box girder with stabilizers, which 

have been used or tested in five suspension bridges or design schemes. The horizontal 

stabilizers on both sides of box girder can improve the flutter critical speed from 55.7m/s to 

77.7m/s in the 2nd Humen Bridge, and the further improvement up to 84.0m/s can be 

realized with the combination of the horizontal and vertical stabilizers in Lingding Channel 

Bridge. There is still a room to optimize the slot width and shape for flutter stabilization in 
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Shuangyumen Bridge with a main span of 1,708m and the girder depth for flutter stabilization 

in Sunda Strait Bridge with a 2,016m span, and the widely slotted girder may provide a 

5,000m span length as the aerodynamic limit to a suspension bridge with high enough flutter 

critical speed after further study. 
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Abstract  

Wind tunnel model configurations were focused in this paper. Small protruding lips of 

flanges in steel structures have not usually been taken into account when manufacturing 

wind tunnel test models. Wind tunnel tests were carried out to clarify the effects of small 

protruding lips of flanges on motion-induced vortex vibration, Kármán vortex-induced 

vibration and galloping. Spring-supported tests, smoke flow visualizations and 

measurements of Strouhal number were performed with or without small protruding lips of 

flanges changing angle of attack. Models were forced-oscillating in smoke flow visualizations. 

All wind tunnel tests were conducted in a smooth flow. As a result, it was found that it could 

be very important to model small protruding lips of flanges in steel structures for wind tunnel 

tests, especially bracing members of long-spanned truss bridges.  

Keyword: small protruding lips of flanges, motion-induced vortex vibration, Kármán vortex 

vibration, wind tunnel tests 

1  Introduction  

The vortices separated from rectangular cross sections are broadly classified into Kármán 

vortices and motion-induced vortices (vortices separated from the leading edge) (Komatsu 

and Kobayashi,1980; Shiraishi and Matsumoto,1983). The former are those that are 

accompanied by the interferences of two separated shear layers at both the top and bottom 

surfaces of the structures. The latter are the ones that are shedding separately from the 

leading edges of the top and bottom surfaces caused by the separated shear layers at the 

top and bottom surfaces excited alternately due to the vibration of the rectangular cross 

section. The vibration caused by the latter vortices was found in past wind tunnel tests 

(Novak,1971; Otsuki et al.,1971). The vibration is known as either motion-induced vortex 

vibration (Komatsu and Kobayashi,1980; Shiraishi and Matsumoto,1983) or impinging-

shear-layer instability (Rockwell and Naudascher,1978; Nakamura et al.,1991; Ohya et 

al.,1992; Naudascher and Wang, 1993;). The onset wind speed of this vibration depends on 

the side ratio of the rectangular cross section and this relationship is schematically clarified 

(Shiraishi and Matsumoto, 1983; Naudasher and Wang, 1993). The mechanisms of the 

motion-induced vortex vibration of the rectangular section and H-shaped section cylinders 

are also revealed (Matsumoto et al.,1993; Kubo et al.,1992; Mills et al., 1995; Mills et 

al.,2003). This research is involved mainly in the motion-induced vortex vibration generated 

in a bracing member of a real truss bridge in Japan. 

In 2009, Ikitsuki Bridge, a truss bridge in Nagasaki Prefecture with a center span length of 

400 m, was discovered to have a crack in the diagonal member of the bridge (Nakamura et 
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al., 2014). The side ratio of the section was B/D=1.18 (B: along-wind length, 590mm, D: 

cross-wind length, 500mm). As a result of a field oscillation measurement, the primary cause 

of the crack was identified as Kármán vortex vibration. However, another aerodynamic 

vibration was also observed in the wind speed range lower than the resonance wind speed 

of the Kármán vortex vibration. Since the Scruton number of the bracing members was 

estimated to be approximately 2-3, the aerodynamic vibration was initially thought to be 

motion-induced vortex vibration. The Scruton number is defined as Sc=2mδ/(ρD2), in which 

m= mass of the structure per length; δ=structural damping (logarithmic decrement) 

measured in still air; ρ=air density. The generation of motion-induced vortex vibration is 

considered to be caused by the unification of separated vortices from the leading edge and 

secondary vortices at the trailing edge (Shiraishi and Matsumoto, 1983). Though motion-

induced vortex vibration has been confirmed on rectangular cross sections with side ratios 

of B/D=2–8 according to the results of past wind tunnel tests, there is a little past research 

on motion-induced vortex vibration on a rectangular cross section of B/D of less than 2. For 

that reason, wind tunnel tests for B/D=1.18 was conducted to simulate the phenomenon in 

a closed circuit wind tunnel at Kyushu Institute of Technology. A new finding was that the 

vibration in the bracing member with a rectangular cross section (B/D=1.18) of Ikitsuki Bridge 

generated in the wind speed range of lower than Kármán vortex-induced vibration was 

suggested to possibly be motion-induced vortex vibration by the experimental results of the 

spring-supported test, the unsteady aerodynamic lift measurement and the flow visualization  

(Matsuda et al., 2013, 2015, 2016, 2017). 

In this paper, the authors focused on the wind tunnel model configuration. Small protruding 

lips of flanges in steel structures have not been usually taken into consideration when 

manufacturing wind tunnel test models. Wind tunnel tests were carried out in order to clarify 

the effects of small protruding lips of flanges in steel structures on motion-induced vortex 

vibration. Spring-supported tests, smoke flow visualizations and Strouhal number 

measurement were performed with or without small protruding lips of flanges changing angle 

of attack. Models were forced-oscillating in smoke flow visualizations. All wind tunnel tests 

were conducted in a smooth flow. 

2  Experimental setup 

2.1  Section models 

Table 1 shows the dimensional data of the section models, B/D=1.18, used in each test. Two 

cross-sections of a rectangular cross-section and a cross-section with flanges, a 

reproduction of the cross-section of the cracked bracing member of Ikitsuki Bridge, were 

used. “Flanges” here means the small protruding lips of the flanges. 

 

Table 1: Section models(B/D=1.18) 

Wind Tunnel Tests 

Without Flanges With Flanges 

 

 

 

 

B(mm) D(mm) B(mm) D(mm) 

Spring-supported Tests 107 90.0 107 90.0 

Flow Visualization Tests 47.2 40.0 47.2 40.0 
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2.2  Spring-supported tests 

The spring-supported test was conducted in a closed circuit wind tunnel (cross-section:1.8m 

high×0.9m wide) at Kyushu Institute of Technology. Table 2 shows the conditions for the 

spring-supported test. The primary experimental conditions for the model were: mass per 

unit length=3.32, 3.01 kg/m, natural frequency of heaving vibration=7.30, 7.69 Hz, 

logarithmic decrement of structural damping=0.0033, 0.0036 and Scruton number=2.23-

2.29. Figure 1 shows a photo of the section model installed in the wind tunnel. 

 

Table 2: Spring-supported test conditions 

 Without Flanges With Flanges 

Angle of attack, α 3,4,5 deg. 

Mass per unit length, m 3.32 kg/m 3.01 kg/m 

Natural frequency, f 7.30 Hz 7.69Hz 

Structural damping (in 

logarithmic decrement), δ 
0.0033 0.0036 

air density: ρ 1.18-1.20 kg/m3 1.19-1.20 kg/m3 

Scruton number, Sc=2mδ/ρD2 2.25-2.29 2.23-2.25 

D: Model height =0.090m, L: Model length=0.768m 

2.3  Flow visualization tests 

Figure 2 shows the experimental system of the flow visualization tests. Flow visualizations 

around the model during oscillating times were conducted using a small-sized wind tunnel 

(0.4m high×0.4m wide) at Kyushu Institute of Technology. It was considered that the wind 

speeds in the wind tunnel of V=0.6-1.0 m/s are good for visualization, so V=0.6 m/s was 

selected. Accordingly, the experimental Reynolds number was Re=VD/v=1.6×103. The 

forced-oscillating non-dimensional amplitudes 2η/D were selected in accordance with the 

spring-supported test results. Figures 3 and 4 show the forced oscillation system and the 

installation status of the model, respectively. Table 3 shows the conditions for the flow field 

visualization tests． 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Flow visualization test system     Figure 3: Forced oscillation system for flow  

visualization tests 
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Figure 1: Section model 

for spring-supported tests 

mounted in Kyushu Institute 

Technology wind tunnel 
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Table 3: Flow visualization test conditions 

 Wind speed region 

Motion-induced 

vortex vibration 

Kármán vortex-

induced vibration 
Galloping 

Angle of attack, α 0,3,4,5,10 deg. 0,5,10 deg. 

Wind speed, V 0.6 m/s 

Frequency of forced oscillation 

method, f 
5.0 Hz 1.95, 1.79 Hz 1.07 Hz 

Reduced wind speed, Vr=V/fD 3.0 7.70, 8.40 14.0 

Forced-oscillating non-

dimensional amplitudes, 2η/D 
0.10 0.10 0.15 

D: Model height =0.040m, L: Model length=0.150m 

 

3  Experimental results and discussion 

3.1  Spring-supported tests 

Figure 5 shows the result of the spring-supported test for an angle of attack of 0 degrees 

(Matsuda et al., 2013, 2015). Vibrations were confirmed from the neighborhoods of reduced 

wind speed Vr=2 and 8. Because the reduced wind speed at motion-induced vortex vibration 

is calculated as Vr=1.67×B/D=1.67×1.18=2.0 (Shiraishi and Matsumoto, 1983), vibrations 

around Vr=2 were considered to be motion-induced vortex vibration. The effects of the 

existence or non-existence of flanges on the maximum response amplitude of motion-

induced vortex vibration are extremely small. However, Figure 6 shows the result of an 

experiment separately conducted with an angle of attack of 10 degrees that the maximum 

response amplitude of motion-induced vortex vibration in the case with flanges was 

approximately 1.5 times larger than that in the case with no flange. Moreover, the responses 

over the reduced wind speed of Vr=10 were quite different. The response of the model with 

flanges was much larger than without flanges. In other words, it turns out that as the angle 

of attack becomes larger, the existence or non-existence of flanges tends to exercise an 

effect on the patterns of the flows around the cross-section.  

The Strouhal number measured on the cross-section with flanges was St=0.124 (Matsuda 

et al., 2013). Its inverse number is the critical reduced wind speed of beginning Kármán 

vortex-induced vibration, Vr=1/St=8.1. In other words, a vibration beginning in the 

neighborhood of a reduced wind speed of 8 can be judged as Kármán vortex-induced 

vibration. However, from the fact that the Scruton number in this experiment’s case was 

small at Sc=1.32, it was found that Kármán vortex-induced vibration was changed to a 

galloping along with the increase in wind speed. Based on the above experimental results 

(Matsuda et al., 2013, 2015), additional wind tunnel tests were carried out in order to clarify 

the effects of rectangular column flanges in this study. 

  

Figure 4: Section model 

for flow field visualization test  
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Figure 5: Spring-supported test result (α=0 deg.) (Matsuda et al., 2013, 2015) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Spring-supported test result (α=10 deg.) (Matsuda et al., 2013, 2015) 

 

 

 

Figures 7, 8 and 9 show the results of the spring-supported test for angles of attack of 3, 4 

and 5 degrees, respectively. The ratios of the response amplitude of motion-induced vortex 

vibration with flanges compared to without flanges at angles of attack of 3, 4 and 5 degrees 

were approximately 1.0, 1.2 and 1.6, respectively. The effects of flanges became large when 

angle of attack became greater than 3-4 degrees. In other words, as the angle of attack 

becomes larger, the existence or non-existence of flanges tends to have an effect on the 

patterns of flows around the cross section. On the other hand, the effect of the flange on 

Kármán vortex-induced vibration and galloping was hardly seen. As will be described later, 

discussion will be given to these causes based on the flow visualization test results. 

It was found that it could be very important to model small protruding lips of flanges in steel 

structures for wind tunnel tests, especially bracing members of long-spanned truss bridges 

from a wind engineering point of view. 
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Figure 7: Spring-supported test result (α=3 deg.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8: Spring-supported test result (α=4 deg.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9: Spring-supported test result (α=5 deg.) 

3.2  Flow visualization tests 

Figure 10 shows the results of flow visualization tests around forced-oscillating rectangular 

section models of B/D=1.18 at the top displacement at the maximum response wind speed 

of motion-induced vortex vibration. It was confirmed that as the angle of attack becomes 

larger, the formation of separated vortex from the leading edge on the lower surface of the 

model with flanges is larger than that without flanges. Generally, it is clear that the pressure 

tends to decrease in the vicinity of the center of the vortex as compared with the 

surroundings. Therefore, the larger the separated vortex from the leading edge becomes, 
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the larger the negative pressure on the lower surface becomes. It is supposed that the 

exciting force acting on the lower surface becomes larger. The separated vortex from the 

leading edge gradually separated from the upper surface of the cross sections and flowed 

downward as the angle of attack became larger.  

Results of flow visualization tests around forced-oscillating rectangular section models of 

B/D=1.18 at the top displacement in the wind speed region of Kármán vortex-induced 

vibration is shown in the upper half of Figure 11. Even if the angle of attack becomes larger, 

the effects of the existence or non-existence of flanges on the flow pattern around the section 

model were hardly seen. Table 4 shows measured Strouhal number changing angle of 

attack. The effects were also not seen in the predominant vortex shedding frequency. 

Results of the flow visualization tests around the forced-oscillating rectangular section 

models of B/D=1.18 at the top displacement in the wind speed region of galloping is shown 

in the lower half of Figure 11. Though the difference of flow patterns under the lower surface 

of the model between with and without flanges was not recognized at an angle of attack of 

0 degrees, a larger flow separation occurs from the leading edge of the lower surface with 

flanges than that without flanges at an angle of attack of 10 degrees. 

 
 

Table 4: Measured Strouhal Number St=fD/V 

Cross Sections 
Angle of Attack α (deg.) 

0 3 4 5 10 

 

 
0.120 0.120 0.120 0.120 0.132 

 

 
0.121 0.121 0.122 0.122 0.131 

 

 

4  Conclusions  

The findings obtained from this research are as follows: 

(1) Though motion-induced vortex vibration has been confirmed on rectangular cross 

sections with side ratios of B/D=2–8 according to the results of past wind tunnel tests, it 

was found that the motion-induced vortex vibration were confirmed with a rectangular 

cross section even with a side ratio of B/D=1.18 by experimental results of a spring-

supported test and a flow visualization test. 

(2) The effects of small protruding lips of flanges became large when angle of attack became 

greater than 3-4 degrees. According to smoke flow visualization test results, flow patterns 

around a model with small protruding lips of flanges were different from those around a 

model without small protruding lips of flanges. 

(3) It could be very important to model small protruding lips of flanges of rectangular columns 

in steel structures for wind tunnel tests, especially diagonal members of long-spanned 

truss bridges from a wind engineering point of view. 

 

 

328



Second International Symposium on Flutter and its Application, 2020 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 10: Results of flow visualization tests around forced-oscillating rectangular section 

models of B/D=1.18 at the top displacement at the maximum response wind speed of 

motion-induced vortex vibration 
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For low to medium values of the mass-damping parameter (Scruton number), the transverse
galloping instability presents unsteady features that cannot be captured by the classical quasi-
steady theory. A prominent unsteady e�ect is the action of vortex shedding1. In smooth �ow,
the main aspects of unsteady galloping are fairly clear. In contrast, the behavior in turbulent
�ow is more complicated, and several features have not been understood yet2. In particular, the
delay of the instability onset beyond the vortex-resonance wind speed (Ur ) in case of small-scale
incoming turbulence (Fig. 1) is a puzzling e�ect that still requires a sensible explanation.

Furthermore, in a previous paper3 the adaptation of a wake-oscillator model to the unsteady-
galloping problem has suggested that the strong nonlinearity of the wake dynamics is essential
to reproduce the strong interference between vortex shedding and galloping observed in the
experiments. Such an e�ect may also be responsible for the previously mentioned delay of
the galloping onset in turbulent �ow. This conjecture is tested in the present work through
detailed measurements in the wake of a rectangular cylinder with a side ratio of 1.5 (elastically
suspended in the wind tunnel with the short side facing the �ow).

Figure 1: Amplitude-velocity curves recorded in the wind tunnel in small-scale turbulent �ow
of various intensities (Iu), for a medium value of the mass-damping parameter2.

1 Mannini, C., Marra, A. M., & Bartoli, G. (2014). VIV-galloping instability of rectangular cylinders:

Review and new experiments. Journal of Wind Engineering and Industrial Aerodynamics, 132, 109-124.
2 Mannini, C., Massai, T., & Marra, A. M. (2018). Unsteady galloping of a rectangular cylinder in

turbulent �ow. Journal of Wind Engineering and Industrial Aerodynamics, 173, 210-226.
3 Mannini, C., Massai, T., & Marra, A. M. (2018). Modeling the interference of vortex-induced

vibration and galloping for a slender rectangular prism. Journal of Sound and Vibration, 419, 493-509.
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Abstract

Vortex-induced vibrations can damage structures exposed to cross-�ows. The current design
estimates of structural amplitude are based on structural nonlinearity but we will here derive
a di�erent estimate based on a coupled system with nonlinear �uid forcing. Two estimates
of maximum structural amplitude is investigated based on approximations the coupled system
and �uid speed at maximum amplitude. Our result shows that both estimates are close to
the maximum amplitude found using numerical integration but that the predicted �uid speed
di�ers. With further re�nement, the result presented may prove useful in designing structures
to withstand vortex-induced vibrations.

Keyword: Vortex-induced vibrations, nonlinear approximation, design estimates, prediction
error

1 Introduction

Structures in cross-�ow will experience unsteady periodic, loading due to shedding of vortexes
(Blevins, 2001) that can lead to severe vortex-induced vibrations (VIV). For a designer, there are
two useful pieces of information: when vibrations occurs and how severe vibration amplitudes
are. These information pieces enables us to �nd the lifetime of a structure and to design a
good tuned-mass damper.

When designing structures to withstand these aerodynamic loads, simple estimates of load-
ing and response reduces the time spent iterating designs. In the Eurocode (2010) and CICIND
(2010) building codes, structural excitation due to VIV is modeled using random vibration the-
ory and a simpli�ed structural nonlinearity (Vickery and Basu, 1983). This simpli�ed model is
made for the design o�ces of the early 1980s and often only the maximum response is found.

Another approach in modeling VIV is to couple a structural equation with a nonlinear
equation describing or mimicking the vortex forcing. This approach was used Facchinetti et
al. (2004) and several other researchers before them (Païdoussis et. al, 2010). A bene�t of
Facchinetti's model is that it has a simple but powerful coupling between wake and structure.
The problem is that it's a set of nonlinear di�erential equations. This is numerically solvable
but work is needed to make it as simple and useful as the current design model.

Why should a designer consider using something other than the existing design model?
According to Lupi et al. (2018), it is overly conservative and can be unrealistic for many
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Figure 1 � Sketch of the vortex-induced vibration system

designs. This is partly due to the formulation of the method and the parameters used; their
e�ect is especially prevalent at low Scruton numbers.

We will take steps to address the above concerns by creating a new predictive model that
perform better at low Scruton number (Sc<10). Based on an approximation of structural and
forcing amplitudes, we will de�ne two approximations of the �uid speed at maximum response.
The speed estimates is then plugged back into the amplitude approximates. Amplitude and
speed results from both estimates will then be compared with numerical simulations.

2 Vortex-induced vibrations model and approximation

2.1 Model de�nition

Fig 1 shows a simple system experiencing vortex-induced vibrations. The structure is left free
to vibrate in the êy direction and the wake oscillates on it. This has been modeled using a
combination of a linear structural oscillator and a nonlinear wake oscillator shown respectively
in Eqs. 1 and 2 below

ÿ+Dẏ + y = ω2
qMq, (1)

q̈+ε
(
q2 − 1

)
q̇ + ω2

qq = Aÿ . (2)

where the variables y and q are dimensionless. Here, A and ε are experimentally determined
constants and M is the unsteady lift force, F , scaled by the mass-ratio µ (M = F/µ). The
parameters D, F and µ as de�ned as

µ =
m + 0.25πρd2Cm

ρd2
, (3)

D =2ζ +
CD

4πµSt
, (4)

F =
CLo

16π2St2
, (5)

m is structural mass per unit length, ρ �uid density, d diameter, ζ critical damping ratio and St
Strouhal number. Cm, CD and CLo are the added mass, mean drag and unsteady lift amplitude
coe�cients respectively.
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One variable is unde�ned and it's one of the most important: the �uid speed variable ωq.
It's de�ned as the product of the reduced velocity based on the structure's natural frequency
and the Strouhal number (ωq = URSt). It is therefore a reduced �uid frequency equivalent to
the ratio of shedding frequency to the natural structural frequency.

If we assume that the equations are weakly nonlinear, then they can be approximated. This
system can be shown to have the approximate steady-state solutions below when using the
method of averaging:

ry (ωq, θ) =2
ω2
qM

D

[
1 +

ωqAM sin(θ)

εD
(sin(θ)− D cos(θ))

]0.5
sin(θ), (6)

0 =ω2
q(1− AM)− 1 + ω2

qAM sin2(θ) +

(
D

sin(θ)
+
ω2
qAM

D
sin(θ)

)
cos(θ). (7)

where ry is the structural amplitude and θ is the phase di�erence between q and y , i.e. phase
di�erence between force and motion. Notice that there is no equation for the wake amplitude.
As the structural equation and coupling is linear, the equations for wake amplitude can be
expressed as a function of phase di�erence only. This then enables us to write the structural
amplitude as a function of phase di�erence only.

2.2 Amplitude scaling

If we ignore the square root term and the last sin θ term in Eq. Eq. 6, we get an equation that
depend linearly on the ratio of M to D. If we expand this ratio, we get the scaling relationship

ry ∝
2πF

Sc + 2π2ζ +
CD

2St

. (8)

where Sc is the Scruton number de�ned as

Sc =
4πζm

ρd2
. (9)

In words, predicted amplitude is dependent on four parameters: geometry, mass, structural
damping and aerodynamics. This di�ers from some previous notions on maximum amplitude
scaling. However, it corroborates the opinion that combining mass and damping into a param-
eter is arbitrary (Sarpkaya 2004).

2.3 Model validation

To �nd the amplitude at a given speed, the �rst step is to �nd the phase di�erence using Eq.
7. This may look daunting, but it can be rewritten to a cubic equation. One of the closed form
solutions corresponds to the high amplitude VIV response, another to low amplitude and the
last to an unstable solution. Only the phase di�erences between 0 and 180◦ are used.

A "postcritical Reynolds" experiment with dampers by Belloli et al. (2015) is used for
validation and for comparison with the maximum amplitude of the CICIND model (2010). See
Tab. 1 for parameters. Fig. 2 shows the comparison and the design code over predict by
more than a factor of 2. Our model does well at ωq < 1 and less well above. The maximum
amplitude between experiment and model is similar as is the range of high amplitude vibrations.
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Table 1 � Parameters used to compare the approximations and the numerical results.

Case ε A γ F ζ d ρ
Exp. 0.3 [-] 12 [-] 0.479 [-] 0.0401 [-] 0.01200 [-] 0.72 [m] 1.225 [kg/m3]
Low dam 0.3 [-] 12 [-] 0.442 [-] 0.0401 [-] 0.00191 [-] 2.00 [m] 1.225 [kg/m3]
High damp 0.3 [-] 12 [-] 0.442 [-] 0.0401 [-] 0.00955 [-] 2.00 [m] 1.225 [kg/m3]
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Figure 2 � Comparison of models and experiment of Belloli et al. (2015)
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3 Estimates of maximum

3.1 The approximations

Two di�erent approximates of the frequency at maximum amplitude are tested:

ωq1 =
1

1−
√
AM

, (10)

ωq2 =

√
D (sin (θ)− D cos (θ))

AMD sin (θ)3 + AM cos (θ)sin (θ)2 + D (1− AM) sin (θ)
. (11)

The �rst approximate (Eq. 10), dubbed "method 1", is based on the work of de Langre
(2006). Our guess is that maximum amplitude corresponds to the upper limit of the linear
synchronization de�nition. In terms of Fig. 2, this corresponds to the start of our rightmost
low amplitude solutions. Method 1 is independent of the structural damping parameter D and
depends only on the coupling terms associated with forcing.

The second approximate, "method 2", is based on assuming that maximum response coin-
cide with a speci�c phase di�erence. The form of method 2 is shown in Eq. 11 and includes
structural damping and the forcing terms. An added bene�t of this approach, is that it reduces
the calculation process to one longer equation; we are assuming we know θ, so there is no need
to calculate the value. By inspection, the phase di�erence at maximum response is ≈ 0.65π.

The estimates of maximum amplitude and dimensionless �uid speed are compared to results
from numerical simulations at several Sc using two damping cases. One corresponds to a low
damping case and the other to a high damping. The values of µ are inferred from Sc using the
constants given in Tab. 1 and Eqs. 3 and 9. For comparison, both absolute values and the
relative di�erence in percentage are used in the next two subsections.

3.2 Approximation of �uid speed at maximum response

The evolution of dimensionless �uid speed as a function of Sc when structural damping is low
is shown in Fig. 3. When comparing the results using method 1 and numerical, it is easy to
spot di�erences. Predicted speed changes di�erently with Scruton number and the values are
inconsistent for method 1 and numerical. The approximate speed using method 2 is consistently
higher than the numerical result but does drop similarly with increasing Sc .

To further evaluate the approximations, a second damping case is studied. The evolution of
�uid speed at maximum response when damping is �ve times greater is shown in Fig. 4. With
the higher damping, predicted speed drops similarly for method 1 and numerical although the
predicted speed is consistently much higher. Increasing damping barely changed the di�erences
between numerical results and method 2. The main di�erence would be a slightly increased
di�erence in predicted value.

3.3 Maximum response

Maximum response is predicted to decrease similarly to how the �uid speed at maximum re-
sponse drops, i.e. like Sc−1. This gives a rapid drop in predicted vibration amplitude as seen
in Figs. 5 and 6 showing the progression for the lightly and higher damped cases respectively.
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Figure 5 � Comparison of maximum response amplitude using approximates and numerical
integration at low structural damping

Even with the di�erence in predicted speed, method 1 predict similar amplitudes as the
numerical results for most tested Scruton numbers in the lightly damped case. This could be
an indication of low sensitivity in �uid speed when it comes to estimating maximum amplitude.
For the higher damped case, this is not true. At Scruton numbers below 2, the amplitude
becomes noticeably over predicted and then under predicts for all Scruton numbers. The more
egregious error, is that the predicted speed corresponds to the low amplitude solution for Scruton
numbers higher than nine.

Method 2 performs similarly to method 1 for the lightly damped case but with a di�erence,
the predicted amplitude is noticeably higher at Sc = 1. The real point of improvement is in
the higher damped case. While it has the same over predicting behavior at Scruton numbers
below 2, the predicted amplitude is close to the numerical results for all other tested Scruton
numbers. In other words, the maximum speed predicted is within the VIV region and close to
the amplitude peak.

At the shown damping levels, method 1 performed passably for Scruton numbers less than
10. If we increase the damping, method 1 eventually under predicts for all Scruton numbers.
The best estimate of maximum amplitude and �uid speed at maximum is method 2 which is
based on assuming we know the phase di�erence that give maximum amplitude. The results
are promising and in the next section we will further explore the usefulness of our estimate.

4 Applicability of our estimate of maximum amplitude

We have so far compared the absolute di�erences between our approximates and the numerical
results for two di�erent damping levels. This section is focused on the applicability of our
predictions and a comparison with other predictive models, more speci�cally the model of
Vickery and Basu used in building codes (CICIND, 2010; Eurocode, 2010).

As seen in section 2.3 and Fig. 2, there is room for improvement in the models used in the
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Figure 6 � Comparison of maximum response amplitude using approximates and numerical
integration at high structural damping

mentioned building code. We will focus on two connected, negative properties. The �rst of
them, is that they tend to be overly conservative in estimating amplitudes. Lupi et al. (2017)
studied the di�erence between predicted and actual VIV amplitude and found that the predicted
amplitude tended to be much larger than the actual vibration amplitude.

The second property has to do with predictive amplitude as a function of Scruton number
(Lupi et al., 2017). The formulation used in the building codes can have abrupt jumps in pre-
dicted amplitude when slightly changing structural damping or aerodynamics. This is associated
with a critical Scruton number that marks the transition from positive linear structural damp-
ing to negative. High amplitude prediction can also be connected with the imposed negative
aerodynamic damping e�ect.

Our estimates of maximum amplitude follows a di�erent trend and there is a smooth increase
in predicted amplitude as Scruton number decreases without abrupt jumps. Our predicted
maximum amplitude can have large changes with Scruton number at Sc < 2, but this is not as
pronounced as the behavior of the design models..

How applicable is our two dimensional model in predicting the dynamic response of a three
dimensional structure? Due to three dimensional e�ects, lengthwise force correlation and struc-
tural mode shapes, it is not unthinkable that our predictions will be wrong. But it may be
possible to simplify and include the mentioned e�ects into our model. If we follow the same
reasoning as Vickery and Basu (1983), we can modify our lift force by assuming a constant
average speed over the top part of the cylinder. The lift force is then weighted and integrated
over the cylinder length with a weighting factor proportional to the structural mode shape.

Another aerodynamic e�ect not accounted for in our model, but is in the design models,
is the e�ect of turbulence and noise on the prediction. We can theoretically get the response
amplitude using unsteady aerodynamic coe�cients measured in turbulent conditions, but pre-
dicting the correct wind speed is harder; amplitude might be correct but the speed not. Getting
the correct coe�cients at super-critical (or "postcritical") Reynolds numbers is another story
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and requires extensive work.

5 Conclusions

Two estimates of maximum structural amplitude due to vortex-induced vibrations has been
tested and shown to accurately estimate maximum response. The best of the two is to assume
that maximum amplitude occurs at a prede�ned phase di�erence between forcing and motion.
Using a phase di�erence of θ = 0.65π gives an approximate �uid speed at maximum response
slight higher than numerical results but similar evolution with Scruton number. The di�erence
in �uid speed has a small e�ect on the di�erence in predicted maximum amplitude and the
numerical result and estimate are similar.
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I will describe the cross-flow vortex-induced vibrations (VIV) of a rigid cylinder forced to
oscillate periodically around its axis. The model hangs from an air bearing beam as seen in
figure 1, so the one degree-of-freedom dynamic response and fluid loading acting on the system
can be measured in detail when subject to different uniform currents imposed in a recirculating
water tunnel. The experimental rig was especially designed for VIV studies1 and has been
modified in order to allow the forced rotations of the cylinder around its axis whilst undergoing
VIV. The rotations can be applied to the cylinder in a controlled manner by means of a servo
motor.

In this work I will show the effects on the VIV, of periodic rotations with varying frequency
and amplitude. A very wide parameter space has been covered, including cases in which the
forced frequency is controlled in closed loop using the frequency of VIV oscillations. The flow
dynamics around the system have been measured using planar Particle Image Velocimetry for
specific cases.

Air bearing 

k

k
Laser sensor

uni-axial load cell

with u-joint

6 axis load cell

rotation mechanism

Figure 1: Experimental set-up and rotating cylinder model in the free surface water channel.

1 Huera-Huarte, F.J. (2019). Dynamics and excitation in a low mass-damping cylinder in cross-flow
with side-by-side interference. Journal of Fluid Mechanics, 850, 370-400.
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There are three families of mathematical models to describe vortex-induced vibrations1. By
combining two governing equations for both the structure and the fluid, the so-called wake-
oscillator models consist in the most advanced ones. Thanks to a nonlinear restoring force
featuring a stable limit cycle in the wake equation, these models are able to capture the syn-
chronisation of vortex detachment with imposed body motion. In this paper a randomized
version of a well-known 2-D and constant U∞ wake-oscillator model2 is proposed in order to
take into account the slow and small intensity fluctuation of the oncoming wind speed that is
typical of the atmospheric boundary layer.

The analysis reported in the paper exploits the smallness of several parameters of the model:
(i) the magnitude of the coupling forces (parameter A and ratio M := 1

4
ρU2

∞DCLo/msω
2
s , with

same notations as in [2]) , (ii) the total damping ratio ξ of the structure, (iii) the parameter
ε of the deterministic model, as well as (iv) the smallness of the turbulence intensity and (v)
the timescale separation of turbulence and structural/fluid oscillations. All these small numbers
contribute to providing an accurate model of the problem by means of a single stochastic
differential equation. Its solution provides simple expressions of the important responses of
the problem (lock-in range, structural vibration amplitudes, etc.). In particular, the stochastic
model is able to capture the well-known decrease of the VIV phenomenon with increasing
turbulence intensity (under some conditions, which are also well-known by experimentalists3).
It also explains that the timescale of the turbulence plays a major role in this reduction and
finally reveals that the sensitivity to turbulence is governed by the dimensionless number

D =
ξ

ε
+

AM

4ξε
(1)

The proposed stochastic model for VIV is an innovative way of considering the influence
of turbulence on VIV. Although the paper will mostly cover the mathematical derivation of
the solutions, some comparisons with existing experiments in turbulent flow will be used for
illustrations.

1 Païdoussis, M. P., Price, S. J., De Langre, E. (2010). Fluid-structure interactions: cross-flow-induced
instabilities. Cambridge University Press.
2 Facchinetti, M. L., De Langre, E., and Biolley, F., "Coupling of structure and wake oscillators in
vortex-induced vibrations", Journal of Fluids and structures 19, 2 (2004), pp. 123–140.
3 Goswami I., Scanlan R. H., and Jones N. P. Vortex-induced vibration of circular cylinders. i: experi-
mental data. Journal of Engineering Mechanics, 119(11):2270–2287, 1993.
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Abstract 

The dependences of cross-sectional aspect ratio AR = (0.25 - 1.0) and attack angle α (= 

0 - 90) on forces and wake of elliptical cylinder are investigated at the Reynolds number ReD 

= 100 and 150, where ReD is based on the freestream velocity and cylinder cross-section 

height normal to the freestream flow, AR is the ratio of the minor axis to the major axis of the 

elliptical cylinder, and α is the angle between the cylinder major axis and the incoming flow. 

With the changes in AR and α, two distinct wake patterns (patterns I, II) are observed at ReD 

= 100, while three wake patterns (patterns I, II, III) are detected at ReD = 150. ‘Steady wake’ 

(pattern I) is characterised by two steady bubbles forming behind the cylinder. Time-mean 

drag and fluctuating lift coefficients are small. Pattern II refers to ‘Karman wake followed by 

steady wake’ with the Karman street transmuting to two steady shear layers downstream. 

Inflection angle αi = 32, 37.5 and 45 are identified for AR = 0.25, 0.5 and 0.75, respectively, 

where the wake asymmetry is the greatest. The αi effectively distinguishes the dependence 

on α and AR of force and vortex shedding frequency at either ReD. Pattern III is the ‘Karman 

wake followed by secondary wake’, where the Karman street forming behind the cylinder is 

modified to a secondary vortex street with a low frequency. At a given AR and α, ReD = 150 

renders higher fluctuating lift than ReD = 100. 

Keyword: elliptical cylinder, wake, secondary vortex shedding. 

1 Introduction 

The flow past a bluff body (e.g. circular or square cylinder) attracts much attention due to 

its significance in engineering applications (Alam 2016; Bai and Alam 2018; Rajesh and Alam 

2018; Alam et al. 2016; Wang et al. 2017). Because of complexity in the geometry of an 

elliptical cylinder, less attention has been paid to the flow past an elliptical cylinder whose 

cross-sectional aspect ratio AR (= ratio of minor axis b to major axis a) changing from 0 to 1.0 

leads to the modification of the cylinder shape from a flat plate to a circular cylinder. The 

structure with the elliptical section is also typical both in nature and in engineering applications. 

Recently, there has been a surge of interest in investigating the elliptical cylinder wake, given 

that a sea lion whisker (whose cross-section is elliptic) does not experience vortex-induced 

vibration and can easily detect preys (Hans et al. 2014; Beem and Triantafyllou 2015).  

Jin et al. (1989) conducted a two-dimensional numerical study on an elliptical cylinder of 

AR = 0.15, with the attack angle α varying from 0 – 90. The Reynolds number Rea, based 

on a, was 25 – 600. They observed five flow regimes, including two steady wakes and three 

unsteady wakes. Johnson et al. (2001) further carried out two-dimensional numerical 
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simulations of the flow around a cylinder of AR = 0.01 - 1.00 at Rea = 30 – 200 for a fixed α = 

90. A secondary vortex shedding on the wake was identified in their results. Afterwards, the 

formation mechanism of the secondary wake has been an interesting topic. By analyzing 

temporal wake evolution, Johnson et al. (2004), Paul et al. (2016), and Pulletikurthi et al. 

(2018) found three flow regions in the wake, namely linear, transition and saturation regions. 

For Rea = 75 - 175, α = 90 and AR = 0.01 - 1.00, Johnson et al. (2004) explored that increasing 

Rea or decreasing AR led to the emergence of a secondary or tertiary frequency in the power 

spectra of the streamwise velocity at the wake centerline. The secondary or tertiary frequency 

(low-frequency unsteadiness) stems from the interaction between the two-dimensional 

instability of the far wake and vortex shedding from the cylinder. Paul et al. (2016) illuminated 

the low-frequency unsteadiness by means of a signal decomposition method on the velocity 

signal. They performed the two-dimensional simulation on elliptical cylinder varying from a flat 

plate (AR = 0.1) to a circle cylinder (AR = 1.0) with α = 90 and Rea < 190. They believed that 

the secondary frequency in the far wake comes from the transition region, and the saturation 

region is responsible only for the primary shedding frequency. Recently, Pulletikurthi et al. 

(2018) performed fast Fourier transform (FFT) of velocity fields (i.e. streamwise velocity, cross-

stream velocity, and velocity magnitude) and scalar fields (i.e. pressure, temperature). Only 

one case (AR = 0.4, α = 90 and Rea = 130) was considered in their study. They accounted 

that the spectral source and physical source of the low-frequency unsteadiness are the signal 

in the transition region and the chaotic behavior of the flow structure aiding in the transmutation 

of their wavelength, respectively. 

The review suggests that the near wake of an elliptical cylinder is strongly dependent on 

α, AR and Rea. In the literature, with Rea keeping constant, AR and/or α were varied. In such 

a case, the effective Reynolds number ReD (based on the projected dimension D normal to 

the flow, Fig. 1a) is not constant, but varied. The effective Reynolds number (i.e. ReD) thus 

changes as α increases from 0 to 90, especially for small AR. In such a case, the results 

encompass not only the effect of α but also the effect of Reynolds number. To extract the effect 

of α only, the Reynolds should be kept constant. Since the flow around a bluff body is highly 

sensitive to Reynolds number particularly at low ReD (< 103) (e.g. Bai and Alam 2018), it 

essentially needs to consider the effective Reynolds number, i.e. ReD. 

This work aims to conduct a systematic numerical study on the forces, Strouhal number 

and wake of an elliptical cylinder, involving a relatively wide range of  (0 - 90) and AR (= 

0.25 - 1.0). The effective Reynolds number ReD = 100 and 150 is considered. The focus is 

given on the flow classification and connections between the flow structures and fluid force on 

the cylinder for the AR and α ranges. 

2 Problem definitions 

The elliptical cylinder is located at the origin of the coordinate system with x- and y-axis 

along the streamwise and cross-stream directions, respectively (Fig. 1b). The aspect ratio 

(AR) is defined as AR = b/a, where a and b are the lengths of the major and minor axes, 

respectively. The angle of attack (α) is the angle between the major axis and the freestream 

flow direction. The α is varied from 0 and 90. The projection length (perpendicular to the 

freestream flow) of the cylinder cross-section is defined as D. The ReD is the effect Reynolds 

number based on D and freestream velocity U∞. The flow is given from left to right, parallel to 

the x-axis. The AR varies as 0.25, 0.50, 0.75 and 1.0. Given that the flow may be more 

sensitive at small α, a finer resolution of 5 in α was adopted for α < 30 and a coarse resolution 

of 15 was mulled for α > 30. To determine the wake pattern boundary precisely, an additional 

α (= 37.5) is added. Two ReD values of 100 and 150 are considered. 
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Fig. 1 (a) Cylinder model and definitions of symbols. (b) Computational domain (not to 

scale). (c) Mesh details around the cylinder. 

2.1  Governing equations and numerical method 

Two-dimensional simulations of the unsteady laminar flow around the elliptical cylinder 

are carried out. The incompressible continuity and Navier-Stokes (N-S) equations are solved 

on structural quadrilateral grids using the finite-volume method (FVM) in ANSYS Fluent. The 

governing equations in the dimensionless form are given below.  

( )
*

* * * 2 *

*

1
= -


+   + 

 D

u
p

t Re
u u u  and                 (1) 

*= 0u ,                                 (2) 

where t*, u* and p* are the dimensionless time, velocity vectors (u, v), and static pressure, 

respectively. The superscript “*” denotes normalization based on U and/or D unless otherwise 

stated. 

The second-order implicit and second-order upwind differencing schemes are used for 

the spatial discretization of pressure and momentum, respectively. Additionally, the second-

order implicit differencing scheme is applied for temporal discretization. Semi-Implicit Method 

for Pressure-Linked Equation (SIMPLE) is selected for the pressure-velocity coupling in the 

governing equation (Patankar and Spalding 1978). The non-dimensional computational time 

step is * 0.0365t tU D =  =
  

(ReD = 100), resulting in Courant-Friedrichs-Lewy (CFL) 

numbers < 1. Statistical calculations (e.g., time-mean and root-mean-square values of the 

force) are made for more than 50 vortex-shedding periods after the simulation becomes 

statistically convergent.  

2.2  Computational domain, mesh system, and boundary conditions 

A rectangular computational domain (Fig. 1b) is considered, having the size of (Lu + Ld)  

Lt = (50D + 100D)  100D, where Lu is the upstream distance between the cylinder center and 

the inlet of the computational domain, Ld is the downstream distance between the cylinder 

center and the outlet of the domain, and Lt is the transverse distance between the lateral sides 

of the domain. The cylinder is located at the symmetric line of the computational domain. The 

size of the computational domain is large enough to ignore the influence the boundaries on 

the results. 

The whole computational domain is given the structural grids. To decrease the node 

number and improve the computational efficiency, finer grids (Fig. 1c) are generated in the 

area of 10D  10D around the elliptical cylinder. A uniform grids spacing (0.05D) is applied 
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along the cylinder surface. The number of nodes on the surface strongly depends on the AR 

and α. For example, for AR = 1.0, the number of nodes on the cylinder surface is 63, while for 

AR = 0.25, α = 0, it is 300. The first grid is 0.05D away from the cylinder surface, and the 

grids are stretched with an expansion ratio of 1.003 along the radial direction. The total grids 

in the entire domain are 72K to 76K, depending on AR and α. 

 A constant and uniform incoming velocity (U) is imposed at the inlet of the computational 

domain while the outflow boundary conditions (
*

*
0,


=



u

x

*

*
0


=



v

x
) are used at the outlet of the 

domain. The symmetry boundary condition (
*

*

*
0,  = 0


=



u
v

y
) is applied for the lateral sides. 

The no-slip boundary condition ( * * 0= =u v ) is set on the cylinder surface. 

3 Results 

3.1  Dependence of flow on AR and α at ReD = 100 

At ReD = 100, two distinct wake patterns are identified based on the flow structure and 

force distributions when AR is varied from 0.25 to 1.0 and α from 0 to 90. They are named 

‘steady wake’ (pattern I) and ‘Karman wake followed by a steady wake’ (pattern II). The 

dependence of the flow patterns on AR and α are summarized in Fig. 2. As indicated by the 

dashed lines, the boundary between the flow patterns is determined as the mid of the 

concerned points. Pattern I appears at AR < 0.375 and α < 12.5 while pattern II covers the 

rest of AR and α domain. 

 

Fig. 2 Dependence of flow patterns on AR and α. , pattern I: steady wake; , pattern II: 

Karman wake followed by steady wake. The dashed lines represent the boundaries between 

different patterns. (ReD =100) 

 

Figure 3(a, b) shows instantaneous vorticity contours for pattern I (AR = 0.25, α = 0 o) and 

pattern II (AR = 0.25, α = 90 o), respectively. The streamwise velocities (u*) at (x*, y*) = (10, 0) 

and (80, 0) for the two flow patterns are presented to show whether the wake is steady (Fig. 

3c, d). For pattern I (steady wake), two steady shear layers form downstream (Fig. 3a). The 

corresponding u* at each of the two locations is constant, indicating a steady wake. While for 

pattern II (Karman wake followed by a steady wake) the Karman vortex appears immediately 
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downstream of the cylinder and then transits to two steady shear layers (Fig. 3b). The u* signal 

at (x*, y*) = (10, 0) displays periodic fluctuations, while it is invariant at (x*, y*) = (80, 0), 

suggesting the wake back to a steady state. 

 

Fig. 3 Instantaneous vorticity contours at an instant corresponding to the maximum CL. (a) 

Pattern I: steady wake (AR = 0.25, α = 0). (b) Pattern II: Karman wake followed by the steady 

wake (AR = 0.25, α = 90). Insets are the zoom-in views of the vorticity contours (color code 

rescaled) for x* = 50 – 100. (c) and (d) are the streamwise velocity (u*) signals at (x*, y*) = (10, 

0) (solid black line) and (80, 0) (dashed red line) corresponding to the cases. 

 

Variations in fluid forces (C̅D, C̅L, CL) with α for each AR are presented in Fig. 4. The 

horizontal dashed lines indicate the values for AR = 1.0 (circular cylinder). At AR = 0.25 and α 

< 12.5 (pattern I), C̅D is the smallest, more or less constant, about 25% smaller than C̅D0 

(circular cylinder, AR = 1.00). For the same AR with α > 12.5 (pattern II), C̅D grows with α, 

reaching a maximum of 2.1 at α = 90. The same happens for the other AR (pattern II), C̅D 

increasing with α. The angle corresponding to C̅D  = C̅D0  is distinct for different AR. We 

define this angle as the inflection (zero curvature) angle αi = 32, 37.5 and 45 for AR = 0.25, 

0.5 and 0.75, respectively. Interestingly, the rate of C̅D increase (i.e. 
2 2

D
C /   , curvature) 

is positive at α < αi and negative at α > αi. At a small α (< 25), C̅D enhances with increasing 

AR, while the opposite relationship persists at a large α (> 37.5), C̅D waning with AR. 

 

Fig. 4 (a) – (c) Variations in time-mean drag coefficientCD, time-mean lift coefficientCL and 

fluctuating lift coefficient (CL) with α for different AR. (ReD = 100) 

 

The dependence of C̅L on α is different from that of C̅D. The C̅L for a given AR initially 

increases with α, reaching a maximum, followed by a declination with further increase in α. 

The αi links to the maximum C̅L (i.e. C̅L, 𝑚𝑎𝑥) for AR = 0.5 and 0.75, while close to C̅L, 𝑚𝑎𝑥 
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for AR = 0.25. The value of C̅L signifies a degree of asymmetry in the wake. That is, the 

asymmetry of the wake is the largest at α = αi. The CL for pattern I is zero due to the steady 

wake. Naturally, C̅L = 0 = C̅L0, for AR = 1.00, irrespective of α. A decrease in AR from 1.00 

leads to an increase in C̅L for 0o < α < 90o. While CL increases with increasing α from 0o to 

90o for AR = 0.5 and 0.75, it decreases with increasing α at α > 60 for AR = 0.25. The αi again 

corresponds to a zero curvature in CL distributions, with CL = CL0 at αi. 

3.2  Reynolds number effects 

The Reynolds number, particularly when low, dramatically affects the flow around a bluff 

body (Bai and Alam 2018). Here, the flow map for ReD = 150 is presented in Fig. 5 that can 

be compared to Fig. 2 to assimilate the Reynolds number effect on the wake of the cylinder. 

One intriguing effect of ReD is that at ReD = 150 an additional flow pattern III (Karman wake 

followed by a secondary wake) appears at high α ( > 52 - 82) and small AR ( 0.37 - 0.67) 

(Fig. 5), where the Karman wake produced immediately downstream of the cylinder 

transmutes into a secondary wake with a low frequency, through generation of two elongated 

shear layers between the Karman and secondary wakes (Fig. 5b). Another ReD effect is that 

the region of pattern I shrinks in the α domain (α < 2.5) at ReD = 150, compared to that (α < 

12.5) at ReD = 100.  

 

Fig. 5 (a) Dependence of flow patterns on AR and α. , pattern I: steady wake; , pattern II: 

Karman wake followed by steady wake; , pattern III: Karman wake followed by secondary 

wake. The dashed lines represent the boundaries between different patterns (ReD =150). (b) 

Instantaneous vorticity contours for pattern III (AR = 0.25, α = 90 o and ReD =150) 

 

A comparison of the forces (C̅D, C̅L and CL) between ReD = 100 (upper row) and 150 

(lower row) is shown in Fig. 6, with the flow maps superimposed on AR - α plane. The dashed 

lines mark the boundaries between flow patterns while the dotted-dash line represents α = αi. 

The minimum and maximum values in color bars are the corresponding minimum and 

maximum values at ReD = 150. The symbol ‘’ in color bar indicates the value for AR = 1.0 

(circular cylinder).  
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The dependences of C̅D on AR and α at the two Reynolds numbers are qualitatively 

similar to each other. Compared to those at ReD = 100, the maximum and minimum 

magnitudes at ReD = 150 are however large and small, respectively, perceived from the 

intensity of color. Although pattern III does not emerge at ReD = 100, the maximum C̅D regime 

still locates at a similar region for both Reynolds numbers. The C̅D is highly sensitive to both 

AR and α, particularly at AR < 0.75, while ReD largely affects the maximum and minimum 

magnitudes of C̅D. At a given α, the C̅D upturns with increasing AR. The influence of α on 

C̅D is nevertheless not straight forward, C̅D diminishing and growing with AR for α < αi and α 

> αi, respectively.  

The C̅L  = 0 on the lines α = 0 and 90 and AR = 1.00 (i.e. left, right and upper 

boundaries) at either ReD. At given α, the maximum C̅L roughly corresponds to α = αi. The 

magnitude of  C̅L does not change much between the two Reynolds numbers (Fig. 6b, e) 

whilst that of CL significantly increases from ReD = 100 to 150 (Fig. 6c, f). As expected, CL is 

zero for pattern I (steady wake), and it strengthens with the increasing AR and α. The 

maximum CL materializes at AR = 0.50, α = 75 - 90 for both Reynolds numbers.  

 

 

Fig. 6. Comparison of forces between Re = 100 and 150. (a – c)CD,CL and CL at ReD =100. 

(d – f)CD,CL and CL at ReD = 150. Dashed lines mark the flow patterns while the dotted-

dash line represent α= αi. In the color code bars, the minimum and maximum values 

corresponding to the minimum and maximum values at ReD = 150. The symbol ‘’ indicates 

the value for AR = 1.0 (circular cylinder). 

 

Conclusions 
A numerical investigation is conducted on the effects of AR (= 0.25 - 1.0), α (= 0 - 90), 

and ReD (= 100 and 150) on the cylinder wake, flow classification, forces. Base on the flow 

structure evolution in the wake, two flow patterns are identified at ReD = 100, namely ‘steady 
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wake (pattern I)’ and ‘Karman wake followed by a steady wake (pattern II)’. As ReD is increased 

to 150, pattern III (Karman wake followed by a secondary wake) emerges for large α and small 

AR. While pattern I is characterized by a steady wake, pattern II features the Karman wake 

immediately behind the cylinder, with the Karman wake transmuting to a steady wake 

downstream. For pattern III, a secondary unsteady wake is generated downstream of the 

Karman wake. An inflection angle αi is marked for each AR, where C̅D = C̅D0, C̅L  C̅L,max, 

and CL = CL0, with αi = 32, 37.5 and 45 for AR = 0.25, 0.5 and 0.75, respectively.  

Though a qualitatively similar dependence of C̅D, C̅L, and CL on AR and α is observed 

at both Reynolds numbers, the maximum and minimum magnitudes are however bigger and 

smaller, respectively, at ReD = 150 than at ReD = 100. The C̅D, C̅L, and CL all are highly 

dependent on both AR (< 0.75) and α (= 0 - 90). The C̅D  and CL both increases with 

increasing AR, while waning with increasing AR for α < αi and boosting for α > αi. The maximum 

C̅L roughly corresponds to α = αi. The magnitude of CL significantly enhances from ReD = 100 

to 150. The CL becomes maximum at AR = 0.50, α = 75 - 90 for both Reynolds numbers. 

The St < St0 and St > St0 at α < 45 and α > 45, respectively. For a given AR and α, the St is 

higher at ReD = 150 than at ReD = 100. 
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This paper presents the field observation results of galloping on a four-bundled 
conductors transmission line. A field observation was conducted in a full-scale test line 
constructed at a site where ice accretion was found to occur frequently. The oscillation 
amplitude and tension variation of the line were measured. A total of 40 ice accretion events 
were observed in four winter seasons, and galloping data was obtained. In the time when the 
displacement data can be obtained by analysing the camera image, galloping occurs when 
the wind speed is over 9 m/s and the maximum total amplitude of vertical displacement is 6.6 
m. However, the visibility of camera images often decreases because of the severe weather 
when galloping occurs, and the displacement data is not able to obtain in most of the events.  

In almost all events, the conductors vibrated mainly in the two-loop/span mode (1st 
asymmetric mode). So, galloping occurrence condition can be clarified by considering the 
tension variation caused by the vibration in two-loop/span mode. Figure shows the relationship 
between wind speed, amount of ice accretion, and galloping occurrence condition. Vertical axis is 
mean tension which approximately corresponds to the amount of ice accretion. Size of circles 
means variation in tension through band-pass filter which is extracted the oscillation component in 
two-loop/span mode. The observation results suggest that the galloping oscillation becomes 
large under conditions where a certain relationship between wind speed and the amount of 
ice accretion is satisfied.  

 
Figure: Galloping occurrence condition depending on wind speed and amount of ice accretion  

353



Second International Symposium on Flutter and its Application
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A plethora of tandem configurations lying in a flowfield are found in engineering applications. This
particular flow case was subjected to many studies1,2 throughout the years but most studies have been
limited to the subcritical flow regime (i.e. Re < 105). Because of the continuous increase of the di-
mensions of engineering structures, it is now necessary to extend the understanding of the flow around
tandem cylinders in the transcritical flow regime (i.e. Re > 5.106) where the boundary layers, the
separated shear layers and the vortices are turbulent.

An extensive experimental campaign will be performed in the low-subsonic wind tunnel of the
University of Liège. A methodological study based on the surface roughness of the cylinder(s) is
planned to trigger the transcritical flow regime. This method was successfully applied by Okajima3 for
static tandem cylinders.

Figure 1: Experimental set-up of the tandem cylinders.

Once transcritical flow conditions will be reached, a parametric analysis are conducted to assess
the effects of the geometric parameters (spacing between the cylinders and angle of attack) and the
freestream parameters (turbulence intensity and integral length scale) on the behaviour of the flow
around the static cylinders. To this end, a dedicated experimental set-up instrumented by pressure
taps is being developed (see Fig.1). The experimental set-up will be further extended to analyse the
aeroelastic behaviour of flexible tandem cylinders (by means of suspension springs and dampers). The
instrumentation will consist in accelerometers to measure the streamwise and transverse responses of
the two cylinders.

The outputs of this work consist in a novel characterization of (i) the different flow patterns around
static cylinders and (ii) the aeroelastic behaviour of flexible tandem cylinders in the transcritical flow
regime.

1 Zdravkovich M.M. (1985), Flow induced oscillations of two interfering circular cylinders, Journal of Sound
and Vibrations, 101 (4), 511-52
2 Sumner D. (2010), Two circular cylinder in cross-flow: A review, Journal of Fluids and Structures, 26, 849-899
3 Okajima A. (1979), Flows around two tandem circular cylinders, JSME, 22 (166), 504-511
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Laser Vibrometry and TR-PIV
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Abstract
The structural response of a steel cantilevered hydrofoil is analyzed through an experiment
carried out in a hydrodynamic tunnel for Reynolds numbers ranging from 2×105 to 8.25×105.
The hydrofoil is set at a 17◦ angle to the flow direction, in order to maximize the hydrodynamic
forcing issued from the vortex shedding, thus enhancing fluid structure interactions. The struc-
tural response is measured through the vibration velocity using a laser Doppler vibrometer. The
flow dynamics are analyzed through Time Resolved-Particle Image Velocimetry (TR-PIV) and
Proper Orthogonal Decomposition. An interaction between the vortex shedding phenomenon
and the modal response of the structure is observed. A decrease of the modal frequencies occurs
for Reynolds numbers above 4× 105. The modal frequencies are found to decrease towards the
vortex shedding frequency as the velocity increases resulting in resonance flow velocities much
lower than the ones predicted in a non coupling hypothesis. The experimental results presented
in this paper will help to develop fluid-structure interaction models and simulations in naval
applications.

Keyword: Vortex Induced Vibration, Hydrodynamics, vibrometry, hydrofoil

1 Introduction

Due to the large density of water and very small Mach numbers compared to air, Fluid Structure
Interactions are much different for naval applications than for aerodynamic ones. The knowledge
of the vibratory response of lifting bodies to hydrodynamic excitation is fundamental for the
designing and sizing of naval systems such as marine propellers (Young, 2008), active control
surfaces like rudders (Turnock and Wright,2000) or innovative tidal turbine blades (Nicholls-
Lee et al.2009). Moreover flow induced vibrations are a major issue for naval ship discretion
or passenger comfort. Indeed, marine propellers for instance are mainly designed considering
the hydrodynamic aspect and less attention is paid to the deformations and vibrations of the
structure interacting with the flow. In some extreme cases, the flow excitation can tune in
with the structural response and cause major noise or dramatic deteriorations of the structure.
Research have already enlightened interactions between viscous flow and the modal response
of a hydrofoil in various flow conditions at the Naval Academy (Ducoin et al. 2012, Lelong et
al. 2018).
One topic of great interest for naval applications is the coupling between vortex shedding
and structural response (Blevins,1984) and the understanding of Fluid Structure Interaction on
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elastic structures immersed in a high density fluid still requires experimental studies. The present
paper deals with the study of a cantilevered rectangular NACA0015 hydrofoil modal response
through an original experiment carried out in the French Naval Academy hydrodynamic tunnel
for Reynolds number ranging progressively from 2×105 to 8.25×105. The hydrofoil is set at a
17◦ angle to the flow direction, in order to maximize the hydrodynamic loading issued from the
vortex shedding phenomenon, thus enhancing fluid structure interactions. The experimental
set-up is presented in Section 2 where the vibration velocity measurement and time-resolved
Paticle Image Velocimetry are presented. Results are presented and discussed in Section 3 and
concluding remarks are given in Section 4.

2 Experimental set-up

2.1 Hydrodynamic Tunnel

The experiments were carried out at the hydrodynamic tunnel of the Research Institute of the
French Naval Academy. The test section is 0.192x0.192 m 2 and 1 m long, as shown in figure 1.
At the entrance of the test section, the upstream velocity and pressure are regulated with an
accuracy of ±2% and ±2.5% respectively. In the test section, the upstream flow velocity
ranges from 0.5 m.s−1 to 15 m.s−1 and the pressure ranges from 300 mbar to 3 bar to control
cavitation inception and development.
For the present study, the upstream flow velocity U ranges from 2 m.s−1 to 8.25 m.s−1 by steps
of 0.5 m.s−1 and a last step of 0.25 m.s−1. The pressure in the test section is set to avoid the
development of cavitation on the surface of the hydrofoil. The free stream turbulence intensity
in the middle of the test section is 2%.
A stainless steel hydrofoil is mounted with an angle of incidence of α = 17◦ at mid height of the
test section (figure 2). The hydrofoil is clamped at the end of the rotation axis. The hydrofoil
has a span-symmetrical NACA0015 section with a relative thickness of 15%, the chord is c =
0.1 m and the span is 0.191 m.

Figure 1: Test section of the hydrodynamic tunnel at the french naval academy
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Figure 2: Cantilevered NACA0015 hydrofoil

2.2 Vibration measurements

The vibration measurements and modal analyses were performed with a Polytec R© PSV-400
scanning laser vibrometer. The vibrometer measured the vibration of a single reference point
situated near the trailing edge at the free tip of the structure. The laser vibrometer can
detect vibration velocities from 0.01 m.s−1 to 10 m.s−1 using a HeNe laser (λ = 633 nm)
based on the Doppler effect. It is equipped with two analog velocity decoders VD-04 and
VD-06. Time evolution of the vibration velocity is measured and is then post processed using
a Fast Fourier Transform Algorithm to obtain the spectrum of the signal with a frequency
resolution of 0.3125 Hz. Each spectrum used in this study comes from the mean of 64 individual
measurements. The spectra amplitude can be presented in two ways: m.s-1 or dB. Conversion
from S=m.s−1 to dB=20log(S/Sref), with Sref = 1 m.s−1. This allows us to detect the modal
structure frequencies as well as hydrodynamic frequencies as the vortex shedding in the present
study.

2.3 TR-PIV measurements

2D Time Resolved -Particle Image Velocimetry (PIV) technology was also used for the experi-
mental characterization of the flow. The PIV measurement plane is located at mid-span. The
PIV device consists of two pulsed YAG laser used to lighten the flow. A high precision CCD
camera with a high resolution and a sampling frequency of 1KHz has been used. The Proper
Orthogonal Decomposition was applied on the PIV measurements in order to analyze flow dy-
namics. Figure 3 shows the two first modes showing clearly the vortex shedding structure and
dynamics. The analysis of the time series of the mode coefficients allows us to extract the
frequency contents and particularity the vortex shedding frequency f0. This allows to clearly
identify this frequency in the structural vibration spectra

3 Results and discussion

3.1 Modal response of the structure

Figure 4 shows the individual measured spectrum of the vibration for various stream velocities.
Figure 5 shows the same results in a plane view representing the amplitude of vibration versus
the frequency and the Reynolds number. Several peaks can be observed corresponding to the
natural modes of the structure. Only the first 3 modes will be studied, due to their greater
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Figure 3: POD analysis, Inox hydrofoil, α = 17̊ , U = 4m.s−1

amplitude compared to the others. The main peak frequency ranges from 105 up to 116 Hz,
depending on the stream velocity and corresponds to the first mode (f1). Then, a second peak
from 194 Hz to 204 Hz corresponds to the second mode (f2). Finally, a third peak ranges
from 509 Hz to 552 Hz and corresponds to the third mode (f3). According to the works of
Lelong et al.(2018) on the same geometry, the nature of the first, second and third modes are
respectively the first bending mode, the first twisting mode and the second bending mode.

Figure 4: Vibration velocity spectra for various free stream vlocities.

In order to correctly detect the local maxima corresponding to the 3 modes the spectra
are smoothed using the moving average over 3Hz, avoiding small parasitic fluctuations. Then,
the frequency of the 3 modes are extracted from each vibration spectrum by selecting the
corresponding local maximum. They are reported on Figure 6 as a function of the flow velocity.
For a clearer view on the same plot the evolution of these frequencies, f1 has been multiplied
by a factor of 4 and f2 by a 2.5 factor.
Two distinct behaviors can be distinguished in figure 6. First, for flow velocities lower than
4 m.s−1 the modal frequencies remain constant. Then, for higher flow velocities the modal
frequencies tend to decrease with the stream velocity. This enlightens an interaction between
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Figure 5: Power spectral density of the structure response versus frequency and Reynolds number.

the flow and the vibration of the hydrofoil. In taking a closer look around the first mode peak
on figure 4, the start of the modal frequency decreasing is accompanied by a net increase of
the vibration amplitude for flow velocities larger than 4 m.s−1. The matching of this increase
with the vortex shedding phenomenon will be addressed in the next section.

Figure 6: Modal frequencies versur free stream velocity.

3.2 Vortex shedding

A focused view on the low frequencies of the spectra can be seen in figure 7. The two different
behaviors discussed in the previous section can thus be depicted further. The vibration spectra
for flow velocities lower than 4m.s−1 show a more or less well defined frequency peak. Increasing
the flow velocity beyond 4m.s−1 shows that the peak turns clearly into a change of slope inducing
an inflexion zone into the vibration spectra with a global increase of the vibration level up to
the bending mode.
In order to determine whether the peak or the inflexion point stands for the vortex shedding
frequency (f0), a Strouhal number is defined by :

St =
f0 × c× sin(α)

U
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By setting St=0.2 it is clearly shown in figure 7, that the so calculated f0 frequency corresponds
to the noisy peak at low flow velocities and to the inflexion point for larger velocities. The
present phenomenon can be described as the shedding of vortices inducing fluctuations of the
pressure distribution along the surface of the hydrofoil, thus leading to a periodic variation of
the lift force (Williamson and Govardhan, 2004). The structure vibrates under such a load so
that the vortex shedding frequency is printed on the vibration spectra.

Figure 7: Vortex shedding frequency given by St=0.2, plotted (black symbols)on the vibration velocoty spectra.

The experimental f0 values can now be extracted from the vibration spectra on figure 8.
The local maximum corresponding to the noisy peak is selected for spectra under 4m.s−1.
An interpolation on the interval [25Hz, 75Hz], using the least square method, with a two
piecewise line function is used for each spectrum above 4m.s−1, the f0 value corresponding
to the intersection point. These experimental values are reported in figure 9 showing a fairly
linear evolution. It can be pointed that the f0 frequency extracted from the vibration spectra
was found to be in very good agreement with the one issued from the POD analysis of the
flow field. Finally the experimental Strouhal numbers extracted from the vibration spectra are
plotted versus the stream velocity (figure 10), confirming that St=0.2 is fairly good especially
at velocities larger than 4m.s−1.

The extreme case of shedding frequency excitation occurs when the shedding frequency
aligns with a natural frequency of the structure. This loch-in condition increases strongly the
vibration magnitudes until other loss mechanisms dissipate the energy or catastrophic failure
occurs. In the present case, for a stream velocity lower than 4m.s−1 the vortex shedding excites
the structure around one particular frequency f0. Then above 4m.s−1 the vortex shedding
phenomenon excites the structure evenly on a range of frequencies, from f0 to f1.

In order to bring to light the start of a lock-in effect during this experiment, the RMS value
of the vibration signals is calculated from the integration of the vibration spectra.

It is plotted versus the flow velocity on Figure 11. As shown, a net rise of the vibration
intensity is clearly noticeable from 4m.s−1 velocity. A power law interpolation shows that the
RMS value evolves as the flow velocity to the power 2.7.

Therefore, when the range of frequencies from f0 to f1 are excited, the vortex shedding
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Figure 8: Vortex shedding frequency f0 extraction on the vibration velocity spectra based on the inflexion
point determination. Comparison with f0 deduced from St=0.2 (black symbols)

Figure 9: Experimental vortex shedding deduced from vibration spectra versus the flow velocity.

starts to tune in with the first mode of vibration. That lock-in seems to be the cause for the
modal frequencies to decrease. This phenomenon is all the more interesting as it influences not
only the first mode, but at least the first three modes.

Furthermore, the flow velocities for which the natural modes of the structure coincide to the
vortex shedding phenomenon can be extrapolated from figure 12 considering a linear decreasing
of the modal frequencies from a 4m.s−1 along with the linear extrapolation of the vortex
shedding frequency f0.
As shown in table 1 the resonance velocities are found to be much lower when considering the
linear decreasing of modal frequencies versus the flow velocity due to flow structure coupling.

4 Conclusions

The experimental vibration response of a cantilevered NACA0015 hydrofoil has been analyzed
using a laser Doppler vibrometer at 17◦ angle of incidence. The first three modes frequencies
as well as the vortex shedding frequency could be extracted from the vibration spectra of the
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Figure 10: Experimental Strouhal number versus the flow velocity.

Figure 11: Vibration rms value versus flow velocity.

Table 1: Extrapolated resonance velocities with constant modal frequencies or linear decreasing
(unit m.s−1)

Extrapolation Mode 1 Mode 2 Mode 3
constant 17,1 29,7 80,4
linear 13,3 21,9 35,1

hydrofoil.
Two behaviors have been identified. The first one at stream velocity lower than 4m.s−1, the
vortex shedding phenomenon excites the structure solely at the vortex shedding frequency. In
that case the modal frequencies of the foil remain unaffected. The second one at higher stream
velocity, the vortex shedding phenomenon excites the structure evenly on a range of frequen-
cies from the vortex shedding frequency to the first mode frequency. In that case the modal
frequencies are observed to decrease linearly with the stream velocity.
Furthermore, this decreasing of the modal frequencies causes the resonance phenomenon, be-
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Figure 12: Modal and vortex shedding frequencies versus the flow velocity.

tween the natural modes of the structure and the vortex shedding, to occur at lower stream
velocities than expected, when initially considering constant modal frequencies.

The shift of the modal frequencies towards the vortex shedding frequency of the structure
enlightened in this paper is of primary importance when designing marine lifting surfaces. This
study paves the way for further investigations in understanding fluid structure interactions
for naval applications. These results would benefit from additional measurements at higher
Reynolds numbers, which were not feasible without inducing cavitation in the hydrodynamic
tunnel.
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Vortex induced vibrations (VIV) have been widely studied for a singular cylinder. Many
engineering applications also involve multiple body configurations and particularly cylinders in
tandem, with a strong interaction between cylinders through wake interference, depending on
the spacing between them.

The specific features of this interaction has been widely studied in terms of topology1.
Some studies2 also propose to extend the well-known wake oscillator model from one to two
tandem cylinders. These models based on a Van der Pol oscillator require empirical coefficients,
particularly for the coupling terms between cylinder wakes, which have to be experimentally
identified. Different configurations are thus required compared to the simple cases already
studied3.

We propose to carry out an extensive experimental campaign in the low-subsonic wind tunnel
of University of Liège to feed a VIV model. The quality of measures extends the knowledge in
several aspects: (i) measurement in air instead of water, (ii) extensive pressure measurement on
both cylinders, in case of (iii) free vibration test (both cylinders in free response) and extended
to (iv) forced vibration test.

The parametric study consists in studying the geometric effects (spacing and angle of attack
between cylinders) and, on a side basis, the influence of turbulence properties (intensity, integral
length scales) is studied regarding their effect on the syncronization of both cylinders and their
wakes.

The proposed work consists in a novel and complete (i) flow characterization in static,
free and forced motion of both cylinders, (ii) identification of experimental parameters used to
supply an improved VIV model.

1 Sumner, D. (2010), Two circular cylinders in cross-flow: A review, Journal of Fluid and Structures,
26, 849-899.
2 Facchinetti, M., de Langre, E., Fontaine, E., Bonnet, P., Etienne, S., Biolley, F. (2002), VIV of Two
Cylinders in Tandem Arrangement: Analytical and Numerical Modeling, Proceedings of the Interna-
tional Offshore and Polar Engineering Conference, 12, Kitakyushu, Japan.
3 Arie, M., Kiya, M., Moriya, M., and Mori, H. (1983), Pressure Fluctuations on the Surface of Two
Circular Cylinders in Tandem Arrangement, ASME. J. Fluids Eng. 105(2), 161–166.
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�

bc#$�!-$��

d1�����	e�1
	f�����e�g	���g��hi��������f�2	
�����j��kl��g�
����
����
��i�����	����������	�

j��
����	�ml�����	��������1��h
n���g�
���1�	�������	�h��1���
����	�K������f����e
����

�����
���
��0�d1����
����	�	
����Kom�����0p0�d1���������e�g��h�f��������������	������qr�s�

t0up��v��i�w0���v�����		��������e����x>�s�y0y�z�t�y�i�t0wu�z�t�p0�������	���
2����
e������

�
����e��������1
���
��
���1
	������e��
����e�	
����{|��������g�	����f�	���e�h�������	e�

��������	��
�����	e0�d1��{|���f
	�����������0��yp�0���f�����
���e�	
�����}oK�s�t0���t0u���0���

�0u��y0���y0u�
���p0��
	���������	����h1�	��}�����1������
����g	����1������	�
��������	�

�����	�����1��g�	h
	����
e�
������������g��1����h���	�
��������	0�d1��	������������
����1
��

�1��f�2	
�����	���������
�����		��������e�1
	���������h�	�
����gg�������
	����g��������

2�	�������f�������qB��}oK�
���{0�

�

~���'�,�����	e�1
	f�����e��g��hi��������f�2	
�������gg������0�

���*�$�',�-$%'���

����e��1����gg�	����n������g����hi��������f�2	
�����j��kl���1��f�	���i��������f�2	
�����

jk�kl��g�
���	���
	�������	�1
��	����f����������	
2���
���������
��
������	�
�����	���g�	�

���	e�1
	f�����e������������������������������������������0�k�k����
����gi��������
���������

f�2	
����������		��e�����1�����ni���	
�e�����0��1����1���
����e�	
����������	�
������1�����ni

���	
�e���
		�h��
����1��f�2	
�����
�������������	
�����2��1�
�f�	������g�������e��1��

���	e�1
	f�����e������������������������� ���
���¡�f
	�1
������pl0�d1��e
������e�

f�2	
����������1����1�	�1
��������������gi�������¢���£��¤�¥�������������¦�����§��� � �̈��£�

���	�
���e��1��	�������f��������g��1��g��h0�d���
����k�k�����	��
��
�	
�e���g���h�	�������

f����������h1����e
������e������
���e�
��
�f�����������	�2������1�����ni���	
�e����	������
��1�e1�

	�������f���������0�������1������
	���������	e�1
	f�����e�g	���k�k�����	e�1
	f�����e�

g	���e
������e�f�2	
�������
��2��
�2����	�
���	�
��f�0�����1������	
��	����1����	���
	�������	����

�1���������f����e
����������2��
�����g���������������
����������f��
�����
���������

��e����	��e�
����
��	�0�����	���
	�������	��1�h�f�	���������������	������e
������e��2���e�


����g�����i�	��	�	��
����
�������	��g������	���i��������h��1�	�����������1��g��h0�dh���	���	��

������	������	��������
�����	e��e
������e�
���1�����2�����������	���	��1����h���	�
��

������	��
	������
���i�����	���h��1�	�����������1�����
��g��h�j6
		�	�i©�����������������

6�n
�
��
���¡����
��twªpl0���

��f�	
����f����e
������1
f��2������������������1�����	e����	
������g	����1����k��g�

���������������	�0�41
�e�>;?JE0�j��t«l���f����e
�����1�����
����g�
���h���	�
��������	����

�1�����	e�1
	f�����e�g	���k�k��g��1������	�
�������h��1�}oK�s�t0y�¬�p0�0�d1��g������1
��

}oK���	��e��
gg������1��1
	f��������h�	�
����1��2
��h���1��g��1�����ni���	�e���0�d1��

1
	f��������h�	�h
���	
�
���
�����1
����������
	���h��1��1
���g�
����e���������	0���e�

368



�����������	�
����
��������������������	�
�������������
�����������
�

��
�


����������������
�������������	 ��
	!����� �"	������� 
������ �	���������"�
��

��
����
��#����������$���	�
��������	�$����%&'�(�)�*��)+�,���
!�	
 ����$�	��"�-��*�).��

�/�$
���
	!������
��01�(��+-�*�2+-��3���$��	��01��������"	��#��	�
��!������+���	�������4�

����	�����������56789+�����-������ ����
�4�	��
����	�� :;
���� �������<=>���
��������

����
�����	�� ��
����
���	���""��������
����	������+�,��	�
"��	�����756789+�����.��

��!���� 
����������4��"��$���
�����������	���������<=>77������"�	�%&'�(��+-.�*��+-.����
���� �

��
��
���
���%&'�
��3�	�
��� ��?@��	�!����
��� ���
	���������$�	�A+��

,���
B�!����!���� 
������$�	�������	����$���������$��������	���"������
�����
����	�

�'&C�(��+��+�D������������
��B����"�������
��
���
� �����'&C��
��
�	��
	E
B����""�����������

"��$���	����	��������
���	�����������	��
	��"�������+ +���
��
���F�������G��/
� �56789+�

���G���	���
����
�������������+ +�H���56789+����.�+�H���56789+�����.����!���� 
��������!�B	
�����

�"�������$���	�
��������	���
�����������$
E���"�
�"�����������	�$����'&C�(��+��*��+���%&'�(�

�+��*�-+-+�4�������!�B	
������"�������$���	�
��������	�$
�������B��	!���"�	�'&C�(���B���$
��

"�	�'&C�I������������ ����%&'+�,�
������$������������	�
��������	���J��$
����
��������

��$���	�
��������	�$
����	���	������� ���	
��� � 
������ �!�B	
�����+�����������������	�

�����	���	������� ���	
��� ��
	 �	�
��������� 
������ �!�B	
�����"�	�'&C�I�����
��"�	�'&C�(����

�����
����������	�����	 �"�	�����"�	��	�'&C�	
� ����
�������
���	+�,������
����	�K�

E��$��� ������	 ��
	!����� �"	�����4��"���""�	������
����	�������	���
������B����

��!���� 
���������������	
��	�+�,����$�	E�
�����������	�����
�����!���� 
����������	 �

�
	!����� �"	�����4��"�
�������	���B��	 ����������$
E���"�
�����	�$����'&C�(��+2+�,����'&C�

��		�����������������
������"�!�B	
�����
��
���
���	�	�������!��������H������
�+�����.��
���

$
��
�����������	���
��
�	��	�����
��!���"��+��L�'&C�I��+�+��

MNNOPQRSTURVWXYNZRW[Q\

�

�� �	���]�̂���	�����
�������]��
������!��$���B�������!��$��
�������"	����!��$+�

���

�̂��	�������$�	����	"�	�������
�������#��	�����$�����������$����������������������"��+_���̀�

�+_���̀��+2��+�������$������� +������������	�
��������	�$������
����	�'�(����������"�����


����������������������$
�����"�����$����������+�,�����$���	�
��������	�$������
����	�C�(�

)�����
������ ��79�(�-2-�����������������������������	��� �������!�
��$����
"���
���

��B��B����������	����B����	
����	�� �+�����
"���	�� ���������������������B��������
������

369



�����������	�
����
��������������������	�
�������������
�����������
�

��
�

������	��
�����	
�����������	
����	�����	����������������������
����
	�����������������

�����
����� ��������������������������
�������������
����  ���������
��������������
���	
����!"#

$#%!&'()*+,-#.�/�������	��!�����������
���
���� �����������	����	
������������
���)��������
�������� �����
�	��������
���0�	
����1&2�����
	��������
�0��0��������������� ���������	�
��

������	��1&2�.�3����3�4���������4��5����5�4�
���%���
	���������	��������
������	
����1&2����3/���


�����������6
0��	
�������%�47������ 	����	�
����������89������
�0��� 	���3�4%��:��
���

;����:�����		��������0����	���������������8<�.�89:=>*#$�%�?��5�%�
���@A�B.�89*&CD�E�FGF�H�
3�5�?�3�;4�I�3�%�����	��CJ�������6����
�������������� � �������

�

�
��0�	���K����������0	
���� ���������	���
�����
0�������
����0��������

�

L
���������	������
���M������������
�����	���
�����
0�������
����0���������������

��
�0�������
����0�� ��������	
���0�������B��0��3
N�����
0�������
����0����������������

� �
������	����������0���
���
�����O��������
�������	��
0�����B��0���N�����������	�

���������0���
��������
�����6������ ���������
��
���������������	
���0���������	��0������

��O���������
��������
��������	�
����������������	
���0������������
��������� ����������	�

���������0���
������	��������	��
0�����
	��
		
�0������ �	�����������������	������� 
�������

���
��
�	�����������������	�������BP�Q�5R��P���SLTUN���
���0�
�����
0��	
�0����?��/�

V��������������	����������	�����		������������
0������	�������
���	�
�������������

�����	��
0�����������������  �������������
���
�����	0�� �������
����	
�� �	�������������	���

���	0���������0������������� ��������	
���0�������������������� �	������������
������

�����������������������
����	���	����
������������������ �������
����������
����
��
��
����0�

 �	����������
�������
�0�������
�0��0���������	�����������
0���

�

�
��0�	��5K�B
N���0�
�� 	���
��
��	����	�����	�
 ��	�
�����6��0��O���
������
���B�N�����	�

�����	���� ����������
���������0�
���

�

����������	������
�������W#�����
��	���������0�
��
��	����	�����	�BX�VY4�4:4�����

Z�����N���
���	������������
���������0�
��
��
��
�����0� 	�M������ �5�6S[����Q�����������

�������	
�����
���������\�����
����
����
��]̂�������	���Y��
�Y�M�
	��� �W������������	�

370



�����������	�
����
��������������������	�
�������������
�����������
�

��
�

���	
������	�������������	
������	��������
������	��	��	
����	���
������ �	������	
��

����������������!"����"#�$�������
���������	����	
���
����%�	
����&'�
����
��	
���	�������()�

�������������	�������������� ���	�
��������	����%�����
�������
�������
�������
��������

	���
����������	
����������������
�	�*��%#�+
,#�$���()����	�
���	��������� �	������	����������

�����
���������%�
���()�-�.�#/.0�12�*��%#�+�,#�$����
�������������	����	
���
����%�	
�������

���
������	���������%
	����������	������3���������������	������
���������	��%��&'�-
456476856473 9 3 9: #�$���&'�������
�����
���#���;.#��

$������
���
����%�	
����&����������������&'�
����
%�������
����%�	
����&<���#�#�&=>=&'=?=&<#�

$���&<��
�������
�%���������	�����%���������
%���������@���������� �	������#�$���

�����
��������&� 
���������������
��� 
�
�����������&'#����@�-����&=-�&'�������&<�-��#�$���&�

��
�%����	����#���;.�����#��+A�� ����@=������	�
�����	���������/�B#��

CDDEFGHIJFGKLFMDJNOIMDNPDIQIRSTDHFRUIVGKQSDPRNJDWXYD

��$����
����
���
��������������	%��
	������%��������	��������������������#�$����	
����	���

���	
������������������	��������Z���	��������
���������	�������
���������	��	�����
	�

�����	����
�����
�����
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A self-sustained fully-passive flapping-foil hydrokinetic turbine prototype1 that is able to 
achieve efficiency of power extraction up to 31% with a NACA 0015 foil is investigated 
experimentally using tomographic particle image velocimetry (tomo-PIV). The optimal power 
extraction performance regime for the oscillating foil occurs when the leading-edge vortex 
(LEV) is absent2. The introduction of the sweep angle Λ, shown in Fig. 1, promotes spanwise 
flow along the plate, which leads to an instability of the core of the LEV. As the sweep angle 
is varied, interaction between the tip vortex and the LEV is observed4. The present study 
investigates the influence of the instability of the LEV and the interaction between the vortices 
on the power extraction performance of a fully-passive hydrokinetic turbine prototype that 
utilizes an oscillating flat plate.  

 

 
Figure 1: Schematic of the experimental setup. 

 
The experiments were conducted in a flow channel using water as a working fluid. The 

uniform inflow velocity, U corresponded to the Reynolds number of 21000 based on the chord 
of the plate. The plate was undergoing elastically constrained oscillations in pitch and heave. 
Potential for power extraction from the heaving motion was measured by implementing an 
eddy-current brake. The three-dimensional velocity field in the wake of the oscillating swept 
plate was measured using tomo-PIV. The quantitative flow patterns were related to the cycle-
averaged power coefficient and the efficiency of the turbine to provide insight into the physics 
of the fluid-structure interactions and their role in the turbine performance. 
 
1. M. Boudreau, G. Dumas, M. Rahimpour, and P. Oshkai (2018). Experimental investigation of the 
energy extraction by a fully-passive flapping-foil hydrokinetic turbine prototype. Journal of Fluids and 
Structures, 82, 446-472.  
2. T. Kinsey and G. Dumas (2014). Optimal Operating Parameters for an Oscillating Foil Turbine at 
Reynolds Number 500,000. AIAA Journal, 52, 9. 
3. H. R. Beam, D. E. Rival, M. S. Triantafyllou (2012). On the stabilization of leading-edge vortices with 
spanwise flow. Exp Fluids, 52, 511-517. 
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Abstract  

A self-sustained fully-passive flapping foil hydrokinetic turbine prototype is investigated 
experimentally. The foil was undergoing elastically constrained oscillations in pitch and 
heave in water at Re = 21000. The prototype was subjected to three distinct types of flow 
disturbances: symmetric vortices from a wake of an oscillating foil placed upstream of the 
test foil, boundary layer tripping in the form of distributed roughness on the surface of the 
foil, and freestream turbulence introduced via the fractal grid turbulence generator. Stable 
operation of the turbine could only be obtained under a limited range of kinematics of the 
upstream oscillating-foil. An overall increase in power extraction was observed when the 
turbine was subjected to the high freestream turbulence and when the surface roughness 
was applied. 

Keyword: oscillating foil, tandem foils, fully-passive turbine, PIV 

1  Introduction  

The use of oscillating foils for hydrokinetic energy harvesting has been receiving interest in 
recent years, promising to overcome some of the limitations of established renewable 
energy technologies related to cost effectiveness and intermittency energy supply. These 
systems consist of a foil that undergo periodic translating and rotating motions in an 
incoming flow. These lift-based devices have been shown to reach energy extraction 
efficiencies matching or exceeding their traditional rotary counterparts. Oscillating foil 
turbines are particularly well-suited for shallow and wide flow channels, where their 
rectangular cross-sections can capture large portions of the flow. Moreover, they can operate 
efficiently in slower flows than conventional rotary designs. Thorough examinations of the 
oscillating foil turbine concept have been presented in reviews by (Young et al., 2014) and 
(Xiao and Zhu, 2014). 

Several recent studies focused on oscillating foil systems that do not rely on complex 
mechanisms to kinematically constrain or prescribe the motion of the foil, creating so-called 
fully-passive systems. Here, the motion of the foil is self-induced and self-sustained through 
the interactions between the structure and the fluid, and the two degrees-of-freedom are not 
mechanically coupled.  

Parametric studies by (Kinsey et al., 2011), along with many others, emphasized the 
importance of a properly coupled pitching (rotating) and heaving (translating) motions in the 
two degree-of-freedom system. Indeed, well prescribed kinematics can yield efficiencies as 
high as 43%.  
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Semi-passive systems, in which the pitching motion is prescribed while the heave motion is 
unconstrained, have been proposed by several research groups and exhibit reasonable 
efficiencies (Abiru and Yoshitake, 2011; Chen et al., 2018; Deng et al., 2015; Griffith et al., 
2016; Kim et al., 2017; Shimizu et al., 2008; Sitorus et al., 2016; Teng et al., 2016; Wu et al., 
2015; Wu et al., 2014; Zhan et al., 2017).  

More recently, a fully-passive turbine prototype was developed by (Boudreau et al., 2018). 
The concept involves a foil that is elastically mounted in pitch and in heave. The design 
relies on non-linearities in the flow to limit the motion, resulting in self-sustained, limit-cycle 
oscillations. This prototype was used as the basis of the current study, and is described in 
further detail in Section 2.1. 

Despite significant progress towards development of fully-passive oscillating foil turbines, 
several issues remain unresolved. The current study tests a fully-passive concept 
experimentally under distinct sets of prescribed flow conditions. These include periodic 
perturbations from an upstream oscillating foil, high freestream turbulence intensities, and 
the application of surface roughness elements to the foil's surface. The work intends to 
provide a baseline to assess the robustness and reliability of the novel technology in 
simulated real-world environments. 

2  Experimental system and techniques  

2.1. Fully-passive oscillating foil turbine 

The fully-passive turbine in the current study is the same physical prototype used in the 
study by (Boudreau et al., 2018). A schematic of the two-degree-of-freedom turbine system 
is shown in Fig. 1.The NACA 0015 foil of chord length c was constrained to move only in a 
linear heave motion (h(t)), and a rotational pitch motion (q(t)) about its pitching axis, located 
a distance xp from the leading edge. Both degrees of freedom were elastically mounted, with 
spring stiffnesses for heave and pitch of kh and kq, respectively. Further, a linear damping 
was applied independently to the heave and the pitch degrees-of-freedom with values Dh 
and Dq, respectively. 

 

 

Figure 1: Schematic of the fully-passive turbine. Figure 2: Schematic of the experimental system.  
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No mechanical coupling was present between the degrees-of-freedom. That is, the foil 
moved in heave freely and independently of the pitch motion, and vice versa. However, it 
should be noted that an inertial coupling between degrees-of-freedom existed. A coupling 
between the hydrodynamic lift force and the hydrodynamic moment also indirectly related 
the degrees-of-freedom and was largely responsible for the self-sustained and periodic 
motions of the turbine. 

The experiments were performed in a recirculating water channel with a cross-section of the 
test area of 45 cm x 45 cm and a length of the test area of 250 cm. The inflow velocity was 
controlled to a resolution of 0.004 m/s, and the ambient turbulence intensity of the flow was 
~1% of the inflow for the considered range of velocities. 

The baseline parameters of the fully-passive turbine are defined in Table 1. 

Table 1: Baseline parameters of the fully-passive oscillating foil. 
 

 

 

 

 

 

 

 

 

 

 

2.2 Symmetric perturbations of the inflow 

The perturbations were achieved by placing an oscillating-foil with a prescribed motion 
profile 6.5 chord lengths upstream of the fully-passive turbine, as illustrated in the schematic 
of Fig. 2.  

The parameters of the constrained foil, which hereafter are referred to as the upstream foil, 
are listed in Table 2. The pitch and heave motions of the upstream turbine were controlled 
by two independent servo motors. The upstream foil was prescribed sinusoidal pitch and 
heave motions throughout all tests, and the phase offset between the pitch and the heave 
motion profiles was set to 90°. 

Table 2: Parameters of the upstream foil. 
 

Parameter Symbol Value 

Foil shape  NACA 0015 

Chord length c’ 50 mm 

Span b’ 380 mm 

Pitching axis location x’p 1/3 c’ 

Parameter Symbol Units Value 

Reynolds number Re  21000 
Dimensionless heave 
stiffness coefficient k*h  1.91 ± 0.03 

Dimensionless pitch stiffness 
coefficient k*q  0 

Heave damping coefficient of 
the eddy-current brake 
(prescribed energy sink) 

D*h,e  1.23 ± 0.03 

Damping coefficient of heave 
bearings D*h,V  0.124 

Damping coefficient of pitch 
bearings D*q  0.004 
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2.3 Quantitative flow imaging 

Fluid velocity was measured using particle image velocimetry (PIV). A schematic of the PIV 
setup with the upstream foil is shown in Fig. 2. The flow was seeded with tracer particles 
with a mean diameter of 10 µm that were illuminated by a pulsed Nd:YLF dual diode-pumped 
laser. The images captured by a high-speed camera were processed with LaVision Davis 
8.3 software using a multipass cross correlation technique. The field of view of images 
corresponded to the physical area of 325 mm x 325 mm, and the resolution of the measured 
velocity field was 0.26 vectors/mm. 

2.4 Boundary layer tripping 

A strip of distributed roughness elements (adhesive 40-grit sandpaper), 0.08c wide, was 
applied along the full span of the fully-passive oscillating turbine at the position of the 
maximum thickness, on both sides of the foil. The roughness elements corresponded to a 
roughness Reynolds number ukk/n = 600, where k is the height of the roughness elements 
above the surface of the foil, and uk is the flow velocity in the boundary layers at the height 
k. It was determined in previous tests that these distributed roughness elements were 
effective at tripping, i.e. promoting transition to turbulence, at the considered chord-based 
Reynolds number of 21000. 

2.5 Variation of freestream turbulence 

The turbulence intensity was increased relative to the ambient level of the flow channel by 
installing fractal grids upstream of the fully-passive turbine, perpendicular to the flow 
direction. The grids consisted of repeating patterns of squares of decreasing scales. Two 
grids were considered in the current study. Hereafter, they are referred to as grids N3 and 
N4, referring to their respective numbers of fractal iterations. 

Four distinct inflow conditions were achieved by the application of different grids and by 
varying the location of the grids relative to the turbine.  

The flow velocity was measured using PIV in the x-y plane in a 6c x 6c field of view centered 
at the equilibrium position of the fully-passive foil. The streamwise and the in-plane normal 
turbulent intensity components (Ix and Iy, respectively) were then calculated by averaging 
300 PIV images recorded during 20 oscillation cycles of the turbine. 

3  Results and discussion  
3.1 Effect of symmetric perturbations of the inflow 
Several parametric spaces, abbreviated hereafter as ‘PSpace’, were tested, where the 
motion of the upstream foil wa varied. For all cases, the structural parameters of the 
downstream fully-passive turbine were held constant at baseline values, with the exception 
of changes in pitch stiffness. Table 2 lists the parameters associated with each case. There, 
the value of k*

q = µ corresponds to the pitch axis being locked, creating a 
single-degree-of-freedom heave system. 

In all considered cases, periodic vortices developed in the wake, on the scale of the chord 
length of the foil, either as a result of dynamic stall and the formation of a leading edge vortex, 
or a result of shear layer roll-up, depending on the dynamics of the upstream turbine. It is 
noted that the frequency of the upstream foil's motion directly corresponded to the frequency 
of the perturbation imposed on the downstream turbine, i.e., it could be directly interpreted 
as the frequency of the imposed vortices. 
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Table 2: Parameters of the tandem foil experiments 
 

 
 
 
 
 
 
 

 

 

The performance of the fully-passive turbine operating in the wake of the upstream turbine 
at conditions PSpace1 is shown in Fig. 4(a). Here, the heave amplitude of the upstream foil 
was set at H* = 0.90, similar to that of the fully-passive baseline case in a uniform freestream. 
The pitch amplitude was set at 75°. The reduced frequency was varied in small increments 
in a range at and below the frequency corresponding to the fully-passive turbine operation 
in baseline, uniform freestream conditions. Outside of this range of frequencies, the fully-
passive turbine was observed to have poor performance with unstable and non-periodic 
motions. 

In each parametric space, the power extraction was significantly lower than that of the 
baseline case, which had a value of the power coefficient Cp = 0.62. This result is expected, 
considering the momentum deficit in which the turbine operated. 

Under the operating parameters of PSpace1, the fully-passive turbine operated in two 
distinct regimes, depending on the dynamics and the time scale of the upstream perturbation. 
At high frequencies, there was a large variation in cycle-to-cycle performance, as indicated 
by the large standard deviations. It should be noted that a fully-passive turbine with baseline 
parameters in an undisturbed freestream oscillated at f* = 0.133. 

As the frequency of the upstream foil oscillations decreased below f*’ = 0.122, the 
oscillations of the downstream turbine stabilized and became periodic at the frequency of 
the incoming vortices. The power coefficient significantly increased in the vicinity of this 
frequency threshold. 

The results corresponding to PSpace2 and PSpace3 were qualitatively similar to those of 
PSpace 1 and are not shown herein. A notable difference is that in the case of PSpace2, 
there existed a second high-performance regime at lower frequency, where the fully-passive 
turbine exhibited high heave amplitudes. The parameters of PSpace3, where the amplitude 
of the oscillations of the upstream turbine was increased to H* = 1.5, increased the width of 
the wake, in which the downstream turbine operated. Despite this difference, the highest 
magnitude of the power coefficient and the corresponding heave amplitude were similar to 
the corresponding values of PSpace1 and PSpace2. 

The performance of the fully-passive turbine under the parameters of PSpace4 is shown in 
Fig. 3(b). In this case, light pitch springs were added, increasing the stiffness value to k*

q = 
0.051. For all tested frequencies of the upstream foil oscillations, the resulting pitch 
amplitudes of the fully-passive turbine were small, leading to essentially heave-only motion. 
However, the oscillations were stable, and they occurred at the frequency of the imposed 

 Upstream variables Downstream variable 

Parameter space H*’ q’0 k*
q 

PSpace 1 0.90 75° 0 

PSpace 2 0.90 80° 0 

PSpace 3 1.50 80° 0 

PSpace 4 0.90 80° 0.051 

PSpace 5 0.90 80° µ 
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vortices. It should be noted that due to the momentum deficit in the wake of the upstream 
foil, the incoming velocity was below the critical flutter velocity for the system of this pitch 
stiffness. In other words, from a theoretical perspective, the divergence phenomenon that 
drives the motion of the fully-passive turbine is not expected to occur at this reduced velocity. 

PSpace 1 

 
(a) 

PSpace 4 

 

 
(b) 

Figure 3: Averaged power coefficient, heave amplitude, and pitch amplitude of the 
fully-passive turbine for PSpace 1 (a) and PSpace 4 (b). f*’ is the frequency of the 

upstream foil oscillations. 

 
Figure 4: Heaving and pitching positions of the fully-passive turbine as functions 

of time over twelve oscillation cycles. 

Likewise, under the parameters of PSpace 5, where the turbine motion was reduced to 
heave-only oscillations, its response (not shown herein) was similar to that under PSpace 4. 
This observation indicates that the motion occurred as a result of the low pressure regions 
associated with the large-scale vortices in the oncoming flow, rather than stall flutter. 

The results shown in Fig. 3(a) suggest that the dynamics of the fully-passive turbine can be 
classified into two regimes: stable periodic oscillations and erratic motions. For parameter 
sets PSpace1, PSpace 2 and Pspace3, stable oscillations occurred at the frequencies of the 
upstream foil in the range f*’ £ 0.125. At higher frequencies, the fully-passive turbine 
intermittently resonated with the incoming flow perturbations. This effect is illustrated in Fig. 
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4, which shows the time traces of the pitching and the heaving motions of the turbine at the 
frequencies of the upstream foil immediately below and above the threshold value in 
PSpace1. 

In the following, we investigated a hypothesis that the frequency of the flow perturbation that 
yielded the highest power extraction in each parametric space was associated with the 
natural oscillation frequency of the fully-passive turbine in a uniform flow with the velocity 
magnitude corresponding to the time-averaged wake of the upstream oscillating foil. 

 
Figure 5: Patterns of time-averaged normalized streamwise velocity in the wake of the 

upstream oscillating foil under PSpace 1 at f*’ = 0.122. The grey bars represent 
approximate location of the downstream turbine. The measurement planes correspond to 

the schematic of Fig. 3. 

Fig. 5 shows the patterns of the normalized time-averaged streamwise velocity component 
in the wake of the upstream foil operating under the conditions of PSpace1 and the 
frequency of the upstream foil oscillations f*’ = 0.122 at several horizontal planes along the 
span of the foils, which are indicated in the schematic of Fig. 2. The downstream turbine was 
removed during these measurements. Each image of Fig. 5 was obtained by ensemble-
averaging 200 instantaneous velocity fields acquired at a frequency of 50 Hz. The white 
colour of the contours corresponds to the velocity value equivalent to the incoming 
freestream, Uµ. 

An estimate of the equivalent average velocity in the swept area of the downstream turbine 
was obtained by considering 13 planar velocity fields that were evenly spaced along the 
span of the foil as shown in Fig. 2. In each plane the streamwise velocity was averaged oved 
the line segment traversed by the pitching axis of the turbine. The temporally and spatially 
averaged velocity in the entire swept area Vreduced was then calculated by averaging the 
velocity values from each horizontal plane. 

The comparison of the turbine performance in the wake of the upstream oscillating foil with 
that in the equivalent uniform inflow with the reduced velocity magnitude is presented in 
Table 3. Here, an equivalent uniform inflow means that in a time-averaged sense, the fully-
passive turbine was exposed to the same momentum flux as in the wake of the upstream 
oscillating foil, although the instantaneous incoming flow fields were different. The conditions 
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shown in Table 3 represent the reduced frequencies of the upstream foil oscillation that 
yielded the maximum power extraction in each parametric space. When operating in the 
equivalent uniform inflow, the fully passive turbine oscillated at significantly lower reduced 
frequencies. In contrast to the equivalent uniform inflow conditions, the turbine operating in 
a periodic wake demonstrated significant increases in power extraction. In particular, under 
the conditions of PSpace 3, the power coefficient in the case of the periodic wake inflow 
increased 3.84 times compared to the case of the equivalent uniform inflow. 
 

Table 3: Turbine performance in unsteady wake and equivalent uniform flow  

 
3.2 Effect of boundary layer tripping 

To investigate the effects of boundary layers tripping, the baseline configuration of the fully-
passive turbine (defined in Table 1) and the baseline configuration with added pitch stiffness 
of k*q = 0.051 were tested with and without the applied distributed roughness that is 
described in Section 2.4.  

In the baseline case, the surface roughness did not have a significant influence on the 
turbine performance. In the presence of the surface trip, the peak pitching amplitude 
increased by 3° and the phase shift between the pitching and the heaving motions increased 
by 2°, compared to the baseline case with no trip. When the pitch stiffness was applied, the 
boundary layer trip yielded a decrease of the pitching amplitude by 3° and a 5% increase of 
the oscillation frequency, compared to the untripped case. 

Similarly, in the baseline-with-pitch-stiffness case, the heaving amplitude was not affected 
by the presence of the boundary layer trip. The pitching position exhibited a different profile 
over an oscillation cycle (not shown herein) between the baseline and the baseline-with-
pitch-stiffness cases, but the pitching amplitude was changed by approximately the same 
amount in the presence of the surface trip.  

Overall, the influence of the boundary layer trip on the passive turbine performance was 
insignificant, because the turbine oscillations were governed by robust stall dynamics, which 
did not strongly depend on the boundary layer transition. 

3.3 Effect of freestream turbulence 

Turbine performance parameters in the baseline configuration for the four levels of the 
freestream turbulence intensity at Re = 21000 are presented in Table 4. The parameters 
were normalized with respect to their values corresponding to the ambient turbulence level. 
Other tested configurations, which are not presented herein, included a baseline 
configuration with added pitch stiffness of k*q = 0.051 and the baseline configuration at Re 
= 25000. These additional cases yielded qualitatively similar results to those of Table 4. 

For all tested configurations, moderate turbulence levels (~ 10%) resulted in an increase of 
power extraction by the fully-passive turbine in the range of 5% to 13% with respect to the 

 Unsteady wake Uniform flow  
Parameter space f*’ 𝐶"###$%&'  Vreduced f* 𝐶"###() 𝐶"###$%&'/𝐶"###()  

PSpace 1 0.122 0.310 0.78 0.088 0.107 2.90 
PSpace 2 0.117 0.090 0.75 0.081 0.065 1.39 
PSpace 3 0.113 0.113 0.76 0.081 0.065 3.84 
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ambient turbulence condition. 

Table 4: Turbine performance under various inflow turbulence intensities. 

4  Conclusions  

The fully-passive turbine concept under investigation presents an opportunity to reduce the 
complexity of oscillating foil technologies aimed at energy harvesting. The reliability of the 
turbine operation was assessed by subjecting the foil to three distinct types of disturbances: 
periodic vortices from an oscillating foil placed upstream, boundary layer tripping by 
distributed roughness on the surface of the foil and moderate to high turbulence levels in the 
inflow. 

When operating in the wake of an oscillating foil, the fully-passive turbine was sensitive to 
the frequency of the incoming vortices. The range of beneficial upstream frequencies was 
not consistent with the frequencies of the fully-passive turbine oscillations in a uniform inflow 
with an equivalent momentum flux. 

Applying distributed roughness to the surface of the fully-passive foil and increasing the 
turbulence level of the inflow resulted in an increased power extraction by the turbine. It is 
suggested that both of these types of disturbances influenced the boundary layer dynamics, 
resulting in a moderate delay in the development of stall and increasing the instantaneous 
lift force. 
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Grid Distance from 
turbine location Ix CP H* q0 f* f 

None N/A 1.9% 1.00 1.00 1.00 1.00 1.00 
N3 1.5 m 10.1% 1.11 1.03 1.01 1.0.1 1.01 
N4 1 m 10.1% 1.09 1.01 1.01 1.03 0.98 
N3 0.5 m 21.8% 0.92 0.97 1.01 0.97 1.07 
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This talk will present a parametric study of Vertical-Axis Turbines (VAT) equipped with
chordwise-flexible blades. The study is carried out with numerical simulations based on a par-
titioned Fluid-Structure Interaction (FSI) code implemented within OpenFOAM in which an
in-house structural finite-element solver is linked to a finite-volume flow solver. The 2D sim-
ulations are carried out at a Reynolds number of 107, which is representative of hydrokinetic
applications. The objective in using chordwise-flexible blades is to take advantage of the peri-
odically changing hydrodynamic conditions. Indeed, as depicted in Fig. 1, the blade is subject
to variations of apparent speed and angle of attack α throughout a single cycle. Therefore,
pressure-based blade deformations can be used to improve passively the shape of the wing,
provided that the structural parameters are chosen properly. On the other hand, inertia-based
deformation, being solely governed by a steady centrifugal effect in VATs, are not relevant since
they would produce a steady deformation.

Figure 1: Kinematics of a VAT (left) and vorticity fields illustrating stall mitigation induced by
blade flexibility (right).

The main focus of this analysis is to assess the conditions under which it is possible to
increase the efficiency of VATs by allowing passive pressure-based foil deformations. The FSI
effects related to the flexibility and inertia of the blade are being investigated and the mecha-
nisms that allow efficiency improvements will be presented. Preliminary results show that a stall
mitigation mechanisms helps in improving the efficiency of low tip speed ratio configurations
(see Fig. 1). Results also shows that blade flexibility tends to extend the energy extraction
angular range (θ) of the turbine which may provide interesting advantages when the turbine
undergoes variation in incoming flow velocity.
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Abstract
Flexible structures, in the presence of on-coming flows, are susceptible to dynamic instabilities
like aeroelastic flutter. Due to the presence of large-amplitude limit cycle oscillations (LCOs)
in the post flutter regime, the hitherto aeroelastic community has focused on harvesting energy
from the same. However, prolonged exposure to LCOs can lead to the accumulation of fatigue
damage and in turn can be detrimental to the structural safety. To that end, the present study
investigates a pre-flutter regime of oscillations called intermittency, for its energy harvesting
potential. It is systematically shown that the fatigue damage incurred during intermittent
oscillations is relatively smaler than that during the LCOs.

Keyword: Aeroelastic flutter, Energy harvesting, Intermittency, Structural safety, Fatigue dam-
age.

1 Introduction

Aeroelastic structures are prone to flow induced instabilities such as flutter. Above a critical
flow speed, the structure extracts continuous energy from the flow, and undergoes large am-
plitude LCOs. Due to the sustained nature of these oscillations, the prospect of generating
power from these flutter oscillations (i.e. LCOs) has received considerable attention in the
hitherto literature (Abdelkefi,2016). The salient features of these studies involved harvesting
energy from LCOs by either inducing aereolastic flutter or augmenting an existing instability
or improvising the harvester features to maximize the power output from LCOs. A common
feature in all these studies is their dependence on the onset of flutter instability.

However, transgressions into regimes of flutter instabilities can induce substantial threats
to the structural safety, either due to excursions above the first passage of time or due to the
gradual accumulation of fatigue damage (Venkatesh et al., 2014). This leads to a precarious
compromise between the structural safety versus the extracted energy.

Further, available studies have restricted its attention to a mean flow condition, where,
by and large the transition to flutter occurs via a Hopf-bifurcation (Lee at al.,1999). This
restriction leads to two-fold disadvantage, namely, (i) since the pre-flutter regimes in the mean
flow situation correspond to a damped response, and one resorts to investigate the post flutter
regime for extracting useful energy, (ii) in field, the flow is often superimposed by random tem-
poral fluctuations. These flow fluctuations not only change the stability behavior of aeroelastic
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systems (Poirel et al.,2016), but also give rise to distinct dynamical states that are not ob-
served in its deterministic counterpart (Venkatramani et al.,2016). Consequently, assessing the
energy harvesting potential of the harvester under uniform flow conditions may be inadequate
to carry out power generation in realistic scenarios. Indeed, wind tunnel experiments conducted
in (Venkatramani et al.,2016) showed that in the presence of randomly fluctuating flows, the
onset of LCOs is presaged by a regime of oscillations called intermittency. These intermittent
oscillations were characterized by the alternation of the response dynamics between large ampli-
tude periodic oscillations and lower amplitude aperiodic oscillations in an unpredictable fashion.

Numerical investigations in aeroelastic systems (Venkatramani et al., 2017) demonstrated
that the qualitative type of intermittency observed in pre-flutter regimes can be classified into
two types based on the relative time scales of the input flow fluctuations with respect to the
system time scales. Input flow fluctuations that have dominant long time scales gave rise to
"on-off" intermittency, marked by the alternation between a periodic "on" state and a near
rest "off" state. On the other hand, input flows containing rapidly fluctuating short time scales
gave rise to "burst" intermittency, characterized by alternation between large amplitude bursts
interspersed amidst low amplitude aperiodic oscillations. To the best of the authorsâ knowl-
edge, the capability to harvest energy from either of these two intermittent oscillations, remains
unexplored.

This study is devoted towards harvesting energy from noise induced intermittent oscillations
in an aeroelastic system using numerical investigations. A pitch-plunge airfoil with cubic hard-
ening nonlinearity in the pitch and plunge degrees of freedom is considered. The input flow is
assumed to be fluctuating in nature. These fluctuations are modelled using canonical represen-
tations that can either give rise to (i) long time scale flow fluctuations or (ii) very small time
scale fluctuations. The rationale behind choosing fluctuations with two different time scales is
to investigate the energy harvesting potential of both "on-off" and "burst" type intermittency.
An electromagnetic coupling is considered in the plunge degree of freedom so as to convert
the aeroelastic oscillations into a current output as found in Yang et al., (2011). Finally, the
fatigue damage incurred during the different regimes of oscillations are investigated. Since the
loads are irregularly fluctuating, a rain flow counting algorithm is employed to extract the cycles
from the stress time histories. A combination of S-N curves and Palmgren Miner’s rule of linear
fatigue damage accumulation is then used to compute the fatigue damage incurred (Venkatesh
et al., 2014).

The organisation of the rest of the paper is as follows. The mathematical model of the
airfoil and the canonical model that is used for modelling the flow fluctuation is presented in the
subsequent section. In Section 3 the results obtained in non-fluctuating flows, fluctuating flows
with long time scales and fluctuating flows possessing short time scales are discussed. Structural
integrity of the aeroelastic system under different response dynamics is briefly presented in
Section 4. The salient features that arises from this study are summarized in Section 5.
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2 Mathematical Model

2.1 Structural Model

A three dimensional wing is modelled as a two degree of freedom pitch-plunge aeroelastic
system. Experiments conducted on a cantilever wing have revealed that the manifestation
of flutter oscillations are largely dictated by the bending (plunge) and torsional (pitch) modes
(Dowell, 1989). Accordingly, the airfoil is modelled as a rigid - flat plate mounted on plunge and
pitch springs. Such a representative model of the airfoil is called a "typical-section". However,
to exhibit sustained LCOs, the presence of nonlinearity in the model is necessary. A simple way
to incorporate the same is by assuming a cubic hardening nonlinearity in either of the degrees
of freedom.
The conversion of oscillatory responses to an electrical output requires an electromechanical
coupling and the design of the harvester must incorporate the same. An electromagnetic
transduction mechanism consisting of a pair of fixed permanent magnets and a coil of wire
that is attached to the airfoil through a massless bar, at the elastic axis, is used to convert
the oscillatory response to an electrical output. This arrangement prevents the development
of an additional degree of freedom via the transduction mechanism. Since the airfoil rotates
about the elastic axis, only the plunge displacement is utilized for the transduction mechanism.
A similar mechanism has been adopted in Yang et al., (2011). Following Faraday’s law of
electromagnetic induction, the relative movement of the coil with respect to the magnetic field
produced by the magnets, induces an EMF in the coil. This, consequently introduces a current
i in the circuit. By applying Kirchhoff’s voltage law, the following equation is derived.

i ′ +
iRb

LV
− Blbε′

L
= 0. (1)

where R is the resistance, L is the inductance, b is the semi-chord of the airfoil, V is the free
stream velocity and ε is the non-dimensional displacement in the heave motion. The values of
B and L are same as those provided in Yang et al., (2011).
The resulting electromagnetic force Fm, acting on the coil is given by

Fm = Bil . (2)

The governing equations of motion of this nonlinear aeroelastic model are expressed as follows
(Y.C Fung, 1955).

ε′′ + xαα
′′ + 2ζε

ω

U
ε′ + (

ω

U
)2(ε+ βεε

3) = − 1

πµ
CL(τ) +

Fm

mU2bω2
α

, (3)

xα
rα2

ε′′ + α′′ + 2
ζα
U
α′ +

1

U2
(α + βαα

3) =
2

πµrα2
CM(τ). (4)

Eqs. 3 and 4 represent the non dimensional equations of motion of a nonlinear aeroelastic section
in the presence of an undisturbed flow U . The differentiation is carried out with respect to τ ,
non-dimensional time. The parameters associated with these equations and their corresponding
values are as found in Lee et al., (1999).
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U

Figure 1: Schematic of airfoil section.

2.2 Aerodynamic Model

The flow over an airfoil executing small oscillations is assumed to be an inviscid and incompress-
ible flow. The time dependent lift and moment on the airfoil is mathematically modelled using
an unsteady aerodynamical formulation, as found in Y.C Fung, (1955). The model captures
both the added mass effect due to surrounding air and the wake effect of the shed vortices and
is not represented here for the sake of brevity.

2.3 Flow fluctuations

The flow U in Eqs. 3 and 4 are assumed to be fluctuating about a mean component Um such
that,

U(τ) = Um + f (τ). (5)

Here, f (τ) represents the fluctuating or time varying component of the flow speed and is
modelled as a second order random process as found in Venkatramani et al., (2017). Mathe-
matically, f (τ) is represented as

f (τ) = σUm sin(τωr (τ)), (6)

where, σ is the intensity of the fluctuations, ωr (τ) is a time varying frequency of the sinusoid,
such that, ωr (τ) = ω1 + κR(τ). Here, ω1 is the mean frequency of the oscillations, R(τ) are
uniformly distributed numbers in [0, 1] and varies at each time step and κ is a constant scalar
value and is of O(ω1). The fluctuations κR(τ) have been added at each time step to introduce
short time scales which contributes to the broad range of frequencies in the flow. This canonical
model qualitatively captures the broadband of scales present in input flow fluctuations. For more
details one can refer to the study by Venkatramani et al., (2017).
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3 Results and discussions

This section focuses on investigating the energy harvesting potential of intermittent oscillations.
The governing equations of motions (Eqs. 1-4) are solved using an adaptive time step based
Runge Kutta algorithm in MATLAB. A stringent tolerance measure for the time step is imposed.
With the mean flow speed (Um) as a bifurcation parameter, the aeroelastic responses (pitch
and plunge motions) are systematically obtained. First, the route to flutter via intermittency is
shown by presenting the time histories of the responses. Then, the current output obtained at
different dynamical regimes is computed. Finally, the fatigue damage incurred by the system
is estimated at different dynamical regimes, and the trade off between structural integrity and
energy output is discussed.

3.1 Intermittency route to aeroelastic flutter

Under the absence of flow fluctuations (Um = U), any initial disturbance dies down at flow
speeds U < Ucr (refer Fig. 2(a)), where Ucr is the critical flow speed. The critical flow speed
for this model is estimated to be Ucr = 6.2. At flow speeds U > Ucr , the response transforms
itself to exhibit limit cycle oscillations through a Hopf bifurcation (refer Fig. 2(a)). However,
in the presence of flow fluctuations, the onset of flutter is presaged by a regime of intermittent
oscillations. The qualitative nature of the intermittency was found to be dictated by the nature
of the flow fluctuation. A long timescale fluctuation gives rise to an "on-off" intermittency
(refer Fig. 2(b)), where the response alternates between "on" states with periodic oscillations
and an "off" state with the absence of oscillations. On the other hand, a short time scale
fluctuation would give rise to a "burst" intermittency (refer Fig. 2(c)), characterised by the
"burst" of periodic oscillations interspersed with aperiodic oscillations. As the flow speed is
increased, the "on" and "burst" states become more frequent, and eventually gives rise to
LCOs.

3.2 Energy output

The current responses obtained under the different flow conditions are presented here. To
reiterate, ideal electrical parameters are assumed to compare the energy harvesting potential of
the harvester at different dynamical regimes. Optimising the parameters to ensure maximum
power output deserves a separate investigation and is beyond the scope of this study.
At uniform flow conditions, flow speeds U < Ucr , a fixed point response is observed (refer Fig.
3(a)). The initial disturbance eventually subsides, offering very little scope for harvesting energy.
At flow speeds U > Ucr , large amplitude oscillations are observed refer (Fig. 3(b)), offering
a good potential to harvest energy. However, it is worth reiterating that despite the relatively
high current extracted from flutter oscillations, the onset of these detrimental instabilities can
pose adverse threats to the structural integrity. Additionally, as seen in Section 1, encountering
only damped or LCOs are possible when the flows are uniform and devoid of fluctuations. In
the presence of input flow fluctuations, an intermittency route to flutter exists and its energy
harvesting potential is systematically investigated next.

In the presence of longtime scale flow fluctuations, the route to flutter was observed to be
presaged by a regime of intermittent oscillations exhibiting "on-off" intermittency (refer Fig.
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Figure 2: A plot between the root mean square (RMS) of the pitch responses vs mean flow
speed (Um) in (a) uniform flow conditions (in the absence of fluctuations Um = U), (b) long
time scale flow fluctuations, and (c) short time scale flow fluctuations. The responses display a
Hopf bifurcation in (a). Any initial disturbance dies down at speeds U < Ucr , and, at speeds
higher than Ucr , LCOs are exhibited. The flutter regime is presaged by a regime of intermittent
oscillations characterized as "on-off intermittency" intermittency in (b), and, "burst" in (c). It
can also be observed that the onset of flutter occurs at speeds Um > 4.8 in (b) and Um > 6.2
in (c), owing to the difference in the noise intensities of the flow fluctuations. Similar dynamics
are observed in the plunge responses and are not shown here for the sake of brevity.

2(b)). The current response was found to exhibit qualitatively similar response, as shown in
Fig. 4. The fixed point response exhibited at a mean flow speed Um = 4 in Fig. 4(a) has a
RMS of 0.0064 A, which as stated earlier, is too low for harvesting energy. On increasing the
flow speed to Um = 5, an "on-off" intermittent response with a RMS of 1.1 A is observed. On
increasing the flow speed Um = 8, LCOs are obtained with a RMS value of 27 A.
Similarly, in the presence of short timescale fluctuations, the low amplitude noisy response ob-
tained at Um = 4 provides very little scope to harvest power (refer Fig. 4(a)). The intermittent
response obtained at Um = 5.2 has a RMS of 2.5 A (refer Fig. 4(b)). The large amplitude
LCOs obtained at Um = 8 provide a very good RMS output of 29.5 A. Given that the current
output at different dynamical regimes has been discussed, we next compute the fatigue damage
sustained at each regime in the next section.

3.3 Structural integrity

Earlier, it was observed that the presence of fluctuating flows disrupts the traditional route to
flutter that occur via a Hopf bifurcation. Rather, a distinct regime of pre-flutter oscillations
called intermittency is observed. Exploiting the dependence between the relative time scales
of the input flow fluctuations and the system time scales, different types of intermittencies
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Figure 3: The current responses obtained under uniform flow conditions is presented here. (a)
At a flow speed U = 4, a fixed point response can be observed. Given the eventual substation
of oscillations, no reasonable amount of power can be harvested. (b) LCOs being exhibited
at a flow speed U = 8. The steady, large amplitude oscillations offers very good potential to
harvest energy, but may pose a threat to the integrity of the structure through accumulation
of fatigue.

were obtained. The energy extraction capacity of these regimes of pre-flutter oscillations were
explored. In this section, it is argued that despite a relatively lower current output, the man-
ifestation of intermittent oscillations poses much lesser threat to the structural integrity in
comparison to the onset of flutter oscillations. To demonstrate the same, the fatigue damage
incurred during these qualitatively different oscillatory states (namely, "burst" intermittency,
"on-off" intermittency and LCOs) are computed.
Computing the fatigue damage is not a trivial task, since the shape of the airfoil cross section
is complex. Since loading is present in both bending and torsional directions, one can compute
fatigue damage under three conditions. Namely, (i) when pure shear stresses due to torsion is
considered, (ii) normal stresses developed due to bending, and (iii) a combined von Mises stress
(of equivalent sign). However, it has been demonstrated that the torsional stresses are much
larger than the bending stress and numerically close to the von Mises stress (Venkatesh, 2014).
Therefore, in this study, using the pitch time responses, only shear stresses are computed for esti-
mating the fatigue damage accumulation. The non-circular nature of the cross section demands
the estimation of a warping function based on the Prandtl theory (Gere, J. M Timoshenko, S.
P., 1984). A Prandtl stress function φ is introduced such that

τxz =
∂φ

∂y
, τyz = −

∂φ

∂x
. (7)

such that ∂2φ
∂x2

+ ∂2φ
∂y2 = −2Gθ (Venkatesh et al., 2014). The Aluminium alloy AI-6082 T-6

is chosen as the representative material for this study. One can refer to (Venkatesh et al.,
2014) for details on the computation of the Prandtl stress function. Next, the maximum shear
stress developed is computed using the following equation τmax =

√
τ 2xz + τ 2yz . To compute the

damage incurred, the critically stressed element, and the associated stresses must be identified.
From Eqs. 7 , the shear stresses τxz and τyz are found to be dependent on y and x , where
x and y are the distance from the considered section to the leading edge and the neutral axis
respectively. A sample stress history obtained at three different sections, is shown in Fig. 6.

394



Second International Symposium on Flutter and its Application, 2020

1000 2000 3000 4000
-0.1

0

0.1

1000 2000 3000
-10

0

10

1000 2000 3000

-50

0

50

Figure 4: The current responses obtained under flow speeds with long timescale flow fluctuations
is presented here. (a) At a mean flow speed Um = 4, a fixed point response can be observed.
Given the eventual damping of oscillations, no reasonable amount of power can be harvested. (b)
At a mean flow speed Um = 5, the response was observed to exhibit an "of-off" intermittency.
The corresponding RMS value was computed as 1.1 A. (c) LCOs being exhibited at a flow
speed Um =8. The steady, large amplitude oscillations offers very good potential to harvest
energy, with a RMS of 27 A.

It can be observed that the maximum value of τxz can be obtained where the section of the
airfoil has the maximum thickness, at y = 0.12 and x = 0.6 (refer Fig. 6). The RMS of the
τxz response is computed as 164.24 MPa.
Similarly, the maximum value of τyz as seen Fig. 6(b), can be obtained at y = 0.06 and
x = 1.527. The corresponding RMS value is 2.017 MPa, which is almost 81 times lower than
the maximum τxz value, obtained at y = 0.12. The RMS value of the τyz responses at y = 0.12
is 0.102 MPa, which is negligible in comparison to the τxz value. So, for this study, the τxz
response at the section with coordinates y = 0.12 and x = 0.6 is used to compute the fatigue
damage incurred. To evaluate the damage at these values of x and y , a combination of the
S-N curve and a cycle counting procedure is used to evaluate the fatigue damage of the random
stress history using the Palmgren-Miner linear damage accumulation theory (Venkatesh et al.,
2014).

The S-N relation of the corresponding material in case of a reversible torsional stress has
been taken from (Carpinteri et al., 2003) and is as follows.

ST = 446.3N−0.1207 (8)

A rainflow counting cycle method is then used to used to extract the cycles (Rychlik, 1987).
Then, the Palmgren-Miner linear damage accumulation theory is used to evaluate the damage
sustained during the period of oscillations. The damage study is done during three different
types of oscillations, namely "burst" intermittency, "on-off" intermittency and LCOs. The
current study employs the WAFO toolbox (Brodtkorb et al., 2000), which has specified sub-
routines to evaluate the same. The total damage accumulated were tabulated and shown; see
Table 1. It can be observed that the damage values for both the cases of intermittency are
comparable, and, the damage accumulated in the case of LCOs is significantly higher than the
case where the structure undergoes intermittent oscillations, regardless of their classification.
This can be attributed the period of continuous large amplitude oscillations associated with
LCOs, which as a result, has a significant impact on the accumulated damage (Schijve, 2009).
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Figure 5: The current responses obtained under flow speeds with short timescale flow fluctu-
ations is presented here. (a) At a mean flow speed Um = 4, a fixed point response can be
observed. Given the eventual substation of oscillations, no reasonable amount of power can
be harvested. (b) At a mean flow speed Um = 5.2, the response was observed to exhibit an
"burst" intermittency. The corresponding RMS value was computed as 2.5 A. (c) LCOs being
exhibited at a flow speed Um =8, has a RMS of 29.5 A.
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Figure 6: Variation of (a) τxz , and (b) τyz at coordinates (x,y) ⇒ (0.6,0.12), (1.527,0.06) and
(2,0.0025).

While the range of the amplitude of the oscillations corresponding to LCOs and intermittent
responses are comparable, the intermittent oscillations are more complex (defined in terms of
broader content of frequencies) in nature and as a result the accumulated damage is much lower.

4 Conclusions

This study investigated the prospect of extracting useful energy from noise induced intermittent
oscillations in a pitch-plunge aeroelastic system. A pitch-plunge airfoil with cubic hardening
nonlinearity in the pitch degrees of freedom was considered. The flow was assumed to be tem-
porally fluctuating. Based on isolated cases of either short or long time scale flow fluctuations, a
"burst" or "on-off" intermittency was respectively encountered in the pre-flutter regime. Using
an electromechanical coupling, the oscillatory responses were converted to a current output.
It was observed that the power harvested during either of the intermittency regimes was lower
than that of LCOs. However, the threat to structural safety was significantly lower in the case
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Figure 7: Variation of τxz for responses exhibiting,(a) "burst" intermittency, (b) "On-off"
intermittency and (c) LCOs.

Table 1: Accumulated damage values.

"Burst" intermittency "On-off" intermittency Limit cycle oscillations
1.571x10−6 4.9x10−6 1.04

of intermittent oscillations in comparison to LCOs. To quantify the same, fatigue damages
accumulated in the oscillatory regimes were computed.

To the best of authors’ knowledge, the present study is the first to systematically inves-
tigate the interplay between intermittency, energy harvesting and the structural integrity in
a noisy aeroelastic system. However, an in-depth investigation on maximizing the harvester
performance under these noisy dynamical phenomenon is necessary. In particular, the present
study has chosen a set of ideal harvester parameters to extract energy from "fully developed"
intermittencies. It is well known that noise intensity and laminarity length can affect the man-
ifestation of intermittency (Platt et al., 1993). The role of these dynamical parameters along
with efficient optimizing of harvester designs can possibly give rise to improved power output
- without compromising on the structural integrity. These are interesting avenues of future
research to be undertaken by the authors.
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WAFO-a Matlab toolbox for analysis of random waves and loads. In The Tenth International Offshore
and Polar Engineering Conference. International Society of Offshore and Polar Engineers.
Carpinteri, A., De Freitas, M., & Spagnoli, A. (Eds.). (2003). Biaxial/multiaxial fatigue and fracture
(Vol. 31). Elsevier.

397



Second International Symposium on Flutter and its Application, 2020

Dowell, E. H. (1989). A modern course in aeroelasticity (Vol. 3). H. C. Curtiss, R. H. Scanlan, & F.
Sisto (Eds.). Dordrecht, The Netherlands: Kluwer academic publishers.
Fung, Y. C. (2008). An introduction to the theory of aeroelasticity. Courier Dover Publications.
Gere, J. M., & Timoshenko, S. P. (1984). Mechanics of Materials . Brooks/Cole Engineering, 198(4).
Lee, B. H. K., Jiang, L. Y., & Wong, Y. S. (1999). Flutter of an airfoil with a cubic restoring force.
Journal of fluids and structures, 13(1), 75-101.
Platt, N. S. E. A., Spiegel, E. A., & Tresser, C. (1993). On-off intermittency: A mechanism for
bursting. Physical Review Letters, 70(3), 279.
Poirel, D. C., & Price, S. J. (2001). Structurally nonlinear fluttering airfoil in turbulent flow. AIAA
journal, 39(10), 1960-1968.
Rychlik, I. (1987). A new definition of the rainflow cycle counting method. International journal of
fatigue, 9(2), 119-121.
Schijve, J. (2009). Fatigue damage in aircraft structures, not wanted, but tolerated?. International
Journal of Fatigue, 31(6), 998-1011.
Sreenivasan, K. (1991). Fractals and multifractals in fluid turbulence. Annual Review of Fluid Me-
chanics, 23(1), 539-604.
Venkatesh, S., Sarkar, S., & Rychlik, I. (2014). Uncertainties in blade flutter damage prediction under
random gust. Probabilistic Engineering Mechanics, 36, 45-55.
Venkatramani, J., Nair, V., Sujith, R. I., Gupta, S., & Sarkar, S. (2016). Precursors to flutter instability
by an intermittency route: a model free approach. Journal of Fluids and Structures, 61, 376-391.
Venkatramani, J., Kumar, S. K., Sarkar, S., & Gupta, S. (2017). Physical mechanism of intermittency
route to aeroelastic flutter. Journal of Fluids and Structures, 75, 9-26.
Yang, J., Xiong, Y. P., & Xing, J. T. (2011, January). Investigations on a nonlinear energy harvesting
system consisting of a flapping foil and an electro-magnetic generator using power flow analysis. In
ASME 2011 International Design Engineering Technical Conferences and Computers and Information
in Engineering Conference (pp. 317-324). American Society of Mechanical Engineers Digital Collection.

398



Second International Symposium on Flutter and its Application 

 

Flow-induced vibration of a cylinder between two walls  

for energy harvesting 

 

Junyoung Kim1 and Daegyoum Kim2 
 

1Department of Mechanical Engineering, KAIST, Daejeon, Republic of Korea, 

jykim12@kaist.ac.kr 
2Department of Mechanical Engineering, KAIST, Daejeon, Republic of Korea 

 

Keyword: Flow-induced vibration, Energy harvesting, Cylinder 

 

 

We experimentally investigate the flow-induced vibration of a cylindrical structure 

arranged between two plane walls in order to explore its potential application to energy 

harvesting using periodic contact. In our model, if the walls are placed close enough, the 

cylinder collides with the walls periodically. We study the energy harvesting performance of 

the model by attaching energy harvesting devices to the walls. To change energy harvesting 

performance and the dynamics of the cylinder, we consider two main parameters, distance 

between two side walls and streamwise length of the walls.  

 Although the free-stream velocity at which the cylinder starts to collide with the walls is 

almost same regardless of these parameters, the velocity at which the cylinder stop to 

oscillate is obviously affected by these parameters. The cylinder collides at high free-stream 

velocity even beyond the lock-in region of an isolated cylinder with narrow gap and long walls. 

Moreover, depending on the free-stream velocity, the dynamics of the cylinder can be divided 

into several regions. At low free-stream velocity, the motion of the cylinder is stable and it 

collides with the walls continuously. However, in the high free-stream velocity region, the 

cylinder shows strong hysteresis and unstable motion. For the same experimental conditions, 

whether the cylinder collides with the walls is determined by its previous state: vibrating or not. 

Besides, even the oscillating cylinder sometimes stops suddenly. In this case, if we stimulate 

the cylinder, the cylinder starts to oscillate again. Finally, to change the free-stream velocity 

region at which the cylinder collides with the walls, we conducted additional experiments 

using a square cylinder and compared the energy harvesting performance. 

Figure 1: (a) Schematic diagram of experimental setup. (b) Geometric parameters for the 

experiments. 
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This work focusses on the e�ects of con�nement on the behavior and performance of
the fully-passive �apping-foil turbine. The device, illustrated in Figure 1, allows to extract a
signi�cant portion of the kinetic energy of an upstream �ow as our group has shown recently
in uncon�ned conditions [1]. A passive control composed of springs, viscous dampers and
masses governs the uncoupled and free motions (pitch and heave) of the foil. This �uid-
structure interaction strategy greatly simpli�es the mechanical complexity related to previous
fully-constrained designs [2]. The goals of the present study may be expressed as:

• Investigate the e�ects of an increase in con�nement on the power extraction performances
for a given set of structural parameters (mh,Dh, kh,mθxθ, Iθ,Dθ and kθ)

• Propose a simple and practical method of adaptation to maintain the optimal perfor-
mances in a realistic range of con�nement

The numerical investigation is conducted at Re = 3.9·106 with a FSI algorithm implemented
in the commercial �nite-volume solver Star-CCM+ from Siemens. The �ow is modeled with 2D
URANS simulations using the Spalart-Allmaras one-equation turbulence model. The foil has a
NACA 0015 pro�le. Con�nement is controlled by varying the distance H of the symmetry plane
boundaries applied above and below the turbine. Extension of the present important results to
actual 3D con�nement [3] will also be discussed.

Figure 1: Schematic of the fully-passive �apping foil [1]

[1] Boudreau, M., Picard-Deland, M., & Dumas, G. (2020), A parametric study and optimization of the
fully-passive �apping-foil turbine at high Reynolds number, Renewable Energy, vol.146, p.1958-1975.

[2] Kinsey, T., Dumas, G., Lalande, G., Ruel, J., Méhut, A., Viarouge, P., Lemay, J., & Jean, Y.
(2011), Prototype testing of a hydrokinetic turbine based on oscillating hydrofoils, Renewable Energy,
vol.36, p.1710-1718.

[3] Gauthier, E., Kinsey, T., Dumas, G. (2016), Impact of blockage on the hydrodynamic performance
of oscillating-foils hydrokinetic turbines, ASME Journal of Fluids Engineering, vol.138, 091103 p.1-13.
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Clean energy is one of the main concerns of today's world. From traditional wind turbine 

to piezoelectric energy harvesters, the wind energy harvesting (WEH) has been the focus of 

discussion. In order to develop self-sustainable MEMS devices, very flexible structures are 

applied in the energy harvesters to utilize the structural oscillations in the wind. A novel design 

of the flexible structures is proposed to mimic the flutter of Palm tree leaves. With the 

understanding of leaf flutter mechanism, the artificial “leaves” can start to flutter at relatively 

low-speed wind and oscillate with stable frequency, just like the Palm tree leaves. 

In order to design the WEH structures, the natural observations of Palm leaves are firstly 

carried out. The material characteristics are observed and measured by either macroscopic 

observations or mechanical tests. Secondly, the aeroelastic models are established for the 

Palm leaves. The finite element leaf structural model is coupled with the lift surface 

aerodynamics in the aeroelastic model. Numerical simulations show that the mode 

coalescence between the bending and twisting vibration (Fig. 1A & Fig. 1B) excites the flutter. 

An artificial leaf is then designed for the energy harvester. In order to increase the coupling 

effects, the distributed balance weights with total mass of 2.8 grams are introduced into the 

artificial structure (Fig. 1C). The flutter characteristics and energy harvesting efficiency are 

tested in the low-speed wind tunnel at Xi’an Jiaotong University. The results show that the 

artificial structure starts to flutter at wind speed of 2.2m/s. With PZT patches bonded on the 

root of the flexible structure, the exported power density of the electricity reaches 1.44 µW/cm3. 

     

 

   

Figure 1: Leaf vibration mode and bio-inspired artificial leaf. 

(A) Bending mode. (B) Twisting mode. (C) Artificial leaf. 

 

1. McCarthy, J.M., Watkins, S., Deivasigamani, A. et al. (2016). Fluttering energy harvesters in the wind: 

A review. Journal of Sound and Vibration, 361, 355-377. 
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Abstract
In this paper an electromagnetic transducer is optimized to harvest energy from a galloping
harvesting system. An electromagnetic modeling of the harvester is firstly proposed by means
of Finite Element Analysis (FEA). A comparison with experimental values is done for the model
validation. A new transducer is developed to increase the harvesting energy and improve the
efficiency. An electromechanical model is developed and validated by means of experimental
measurements.

Keyword: energy harvesting, transducer, galloping

1 Introduction

The transverse galloping phenomenon consists in a self-exited linear oscillation of slender, non-
circular structures in a cross flow. One of the earliest analytical description goes back to
Den Hartog, who explained this phenomenon in 1943 (Den Hartog, 1985). Recently the idea
emerged that the galloping phenomenon could be used for designing an energy harvester from
wind or water current. Energy harvesting from transverse galloping has been previously studied
analytically by Barrero-Gil et al., (2010) and Vicente-Ludlam et al., (2014). In previous work
an energy harvester was presented and described experimentally in Hémon. P et al., (2017).

In this paper, the electromagnetic modelling of this harvester is proposed by means of
Finite Element Analysis (FEA). A comparison with experimental values is then realized for
the modelling validation. A new transducer is proposed to increase the harvesting energy and
improve the efficiency. A Multiphysics model taking into consideration the electromagnetic,
electrical and mechanical model is developed. A prototype is tested on the galloping setup to
validate both mechanical and electromagnetic model.

The paper is organized as follows: after a short review of galloping, the experimental
methodology regarding the measurements, galloping section model set-up are presented in
section 2. The modelling and experimental validation of earlier transducer is given in section
3. The design of the new transducer is presented in section 4. Finally, the experimental results
are discussed in section 5.
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2 The galloping phenomenon

Galloping phenomenon is generally referred to be a one degree of freedom instability, in trans-
verse or torsional motion, it can be modeled in the framework of a quasi-static aeroelasticity
approximation and using a single-mode oscillator equation for the dynamics of the structure.
Considering a square prism with mass m in a 2-dimensional cross flow supported by a spring
with stiffness k and a damper with damping coefficient c , the single-mode equation of motion
without forcing terms reads as follows:

mÿ + cẏ + ky = 0 (1)

If the system is subject to a cross flow, aerodynamic lift and drag forces act on the body. The
aerodynamic forces are proportional to the square of the relative flow velocity, that is obtained
as the vector sum of the solid and fluid velocity in an inertial reference frame.

~urel = ~u − ~̇y (2)

The drag force acts in the direction of ~urel while the lift force acts perpendicular to it. In the
reference frame of the section the effect of ~̇y is a rotation of the incoming flow velocity by a an
angle α = atan(ẏ/u), as seen in Fig. 1. Projecting the aerodynamic forces on the y-direction
of the 2-dimensional plane one obtains the vertical force Fy that affects the oscillator directly.

Figure 1: Forces on a section in a cross flow

The magnitude of the force depends on the non-dimensional lift and drag coefficients Cl

and Cd that are functions of the angle of attack α.

Fl =
1

2
ρu2

relDlCl Fd =
1

2
ρu2

relDlCl (3)

where ρ is the density of the fluid and D and l are the dimension of the prism. Curves for Cl

and Cd versus angle of attack α are determined by static wind tunnel experiments and can be
found in literature for many cross sections.By projecting the forces onto the y axis, a combined
lift and drag coefficient Cy can be defined as follows:

Fy = Fl cos(α) + Fd sin(α) =
1

2
ρu2

relD (Cl cos(α) + Cd sin(α)) (4)

⇒ Cy = (Cl cos(α) + Cd sin(α) (5)
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Adding the transverse aerodynamic force to the oscillator equation, the galloping instability is
described by the following equation of motion:

mÿ + cẏ + ky =
1

2
ρu2DlCy (α) (6)

An electromagnetic transducer is studied to harvest the kinetic energy of this galloping structure.
In the next section, a brief review of electromagnetic transducers is presented.

3 Electromagnetic transducers

Electromagnetic transducers are based on Faraday’s law, that states that a variation of the
magnetic flux inside a coil, e.g. due to a moving magnet, induces an electromotive force in the
coil. The electromotive force (em) is equal to the time derivative of the flux φ:

em = −∂Φ

∂t
(7)

If the change of flux is only caused by the change of the position y of a magnet, as is the case
in galloping energy harvesting, the electromotive force can be also expressed as:

em = −∂Φ

∂y

∂y

∂t
(8)

−∂Φ

∂y
often is denoted with the name kE and represents a coupling coefficient between the

magnet and the coil. In most of literature kE is considered to be a constant value (El-Hami et
al. (2001)). If the coil is integrated into a closed circuit with a load resistance RL, the system
is described by the following electrical equation :

em = kE ẏ = L
∂i

∂t
+ (RL + Ri)i (9)

Where, L is the inductance and Ri the resistance of the harvester coil. The force exerted
between the stationary and moving part of the transducer, is given by :

Fem = kE i (10)

Where kE can be calculated using NBl (El-Hami et al. (2001)). This formulation comes from
the simplified case of a square coil of length l moving from a location without magnetic field into
a location with constant magnetic flux density B . When considering the non-linear behavior of
the ferromagnetic materiel, this coupling coefficient cannot be considered as constant. Since
the mechanical system evolves at a much slower time scale than the electronic system, the
inductance part of the equation is neglected. Thus the electromechanical coupling system that
is considered for the galloping harvester is given by :





mÿ + cẏ + ky =
1

2
ρu2DlCy (α) + kE (y)i

(RL + Ri)i = kE ẏ
(11)
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While in literature on electromagnetic energy harvesters the Laplace force is the only force
appearing in the model, experiments and numerical tests show a strong influence of the static
magnetic force in the y direction between the moving magnets and the stationary core. The
influence of this static force can surpasse the stifness force for the used spring at low wind
speeds. A static force is determined by FEA and added to the model.

4 Energy harvesting device

The electromagnetic transducer used in previous work (Hémon. P et al., (2017)) consists of a
coil with 1800 turns, wound around a cylindrical ferromagnetic core of 4 mm diameter and a
length of 17 mm. A stack of three neodymium N45 magnets (Br = 1,320 T, Hcj= 923 kA/m)
with dimensions 5x10x3 mm where mounted on the galloping set-up, and the coil was placed
in front of the magnets Fig. 2. The magnets are located on the suspension beams that ensure
the vertical stiffness of the aeroelastic system.

Figure 2: Drawing of the first transducer model

The magnet-coil-combination was modelled by means in 2D FEA using FEMM, as presented
in Fig. 3 the flux lines due to NdFeB magnetic field are not optimally used, the flux is not totally
enclosed in the ferromagnetic circuit to improve the electromotive force (emf).

Figure 3: Flux direction and flux density of the magnetic field in the transducer (FEMM result)

For the given transducer, kE is determined through a magnetostatic analysis using FEMM
tool. The variation of kE as function of magnets’ position is given in Fig. 4. The calculation has
been performed in a motion range of 50 mm from the equilibrium position in both directions,
obtaining a curve for kE as a function of the magnet position y .
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Figure 4: Result for kE at every position of the magnet

To validate the proposed model, the kE (y) curve has been inserted into a Simulink model for
the differential equation governing the circuit of the transducer and it is proposed to reconstruct
the graph given in Fig. 5 the measured output voltage is at a load resistance of 80 . The same
motion was imposed in the Simulink model, and the resulting voltage was observed. As can be
seen in Fig. 5, the model can predict with high accuracy the shape of the output voltage.

Figure 5: Left: experimental results obtained previously, right: results of the Simulink model

4.1 New proposals

New transducer designs are proposed and tested in simulation. The design are based on stan-
dardized E-shaped laminates in ferromagnetic FeCo material. A drawing of the proposal is
shown in Fig. 6. It consist a coil wound around the central leg of an E-shaped core pieces,
assembled from laminates. Three magnets are mounted on a ferromagnetic support with an air
gap of 1 mm to the core. NdFBr magnets with coercivity Hc = 1042 kA/m are chosen. These
magnets are commonly sold under the name N45SH in the Chinese standard nomenclature. The
design is meant to create a closed magnetic circuit in order to have maximum flux variation
inside the coil, and therefore increase the output voltage.

The second proposal is similar to the first one, but aims to double the number of winding
affected by the flux variation. A second E-shaped core with a coil on the central leg is placed
in face of the first one. The magnets are now longer mounted on a ferromagnetic core, and are
moving inside the air gap between the two cores. Dimensions and magnets are the same as in
the single E proposal. Fig. 7 shows the FEMM model of this second proposal.
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Figure 6: Single E transducer

Figure 7: Double E transducer FEMM

When compared the single E proposal increases the kE value by a factor of 25 and that of
double-core proposal by a factor of 45 (Fig. 8).

Figure 8: Comparison of kE curves for the three transducers

In order to select the optimal transducer for this application, the global efficiency of the
system is determined as function of the load resistance. Where it was defined as the ratio
between the mechanical energy flowing across the swept area of the galloping beam and the
electrical energy dissipated in the load resistance.

µ =
i2rmsRL

1
2
ρu3l(D + 2ŷ)

(12)
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Where, l(D + 2ŷ) represents the area swept by the beam during its motion. Fig. 9 shows
how the load resistance affects the efficiency of the harvester using the described transducers.
The result show a strong effect of the load resistance. Fig. 10 gives the efficiency that can be
obtained when optimizing the load resistance at every reduced velocity, as well as the resistance
value that is found to be optimal according to the model.

Figure 9: Effect of the load resistance on the efficiency of the harvester using three different
transducers

Figure 10: Efficiency achieved when using the optimal load resistance at each reduced velocity

Using this energy conversion chain, the efficiency of the single subsystems can be defined, it
is found that the bulk of the inefficiency is due to the aerodynamics of the galloping phenomenon.
In the range of parameters tested with the model, no more than 0.1% of the energy available in
the wind are converted into mechanical energy in the oscillator. This is coherent with previous
experimental results (Hémon. P et al., (2017)). From efficiency results, the single side E is
selected to be experimentally validated.

408



Second International Symposium on Flutter and its Application, 2020

5 Experimental validation

The magnet support is fixed onto the galloping beam, while the core with the coils is mounted
on a linear guide that allows the transducer to be placed at any air gap between 1 mm and 20
mm. The air-gap of 5mm was chosen in order to minimize the static forces.

A new galloping set-up has been built, based on the set-up tested in (Hémon. P et al.,
(2017)). The set-up, shown in Fig. 11 consists in a square beam of length l = 250 mm and
width D = 17 mm. Square plates made from Plexiglas are attached flat on both ends of the
beam. This is meant to keep the flow 2-dimensional. This assembly is placed inside a closed
loop wind tunnel. The assembly is suspended by one laminar and two linear springs both sides.
No other constraining elements are used, in order to minimize the structural damping of the
set-up.

Figure 11: Experimental Set-Up

As for the transducer (Fig. 12), the coil was wound from 0.1 mm copper wire and contains
2000 windings. The resulting internal resistance of the coil Ri is 266 Ω. As for the core it’s
made of laminated iron.

Figure 12: Photograph of the experimental transducer

The magnet support is fixed onto the galloping beam, while the core with the coils is
mounted on a linear guide that allows the transducer to be placed at any air gap between 1
mm and 20 mm. The air-gap of 5mm was chosen in order to minimize the static forces.

In order to validate the correctness of the electromagnetic model of the transducer, the
galloping set up with engaged transducer was tested at several wind speeds, recording the limit
cycle oscillatory motion as well as the exact shape of the voltage on the load resistance. This
data could then be compared to the voltage shape predicted by the model at that particular
motion of the magnets to validate the transducer model. The validation was performed using
a model that does not compute the aerodynamics and considers the motion of the oscillator
as given. The experiment has been performed at wind speeds close to the critical velocity,
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where the galloping model was expected to give good results for the motion. Wind speeds of
4.49 m/s and 5.66 m/s were chosen. To validate the model of the electromagnetic transducer,
and in particular kE , oscillations have been recorded and imposed on the model, comparing
the resulting voltage to the measured voltage. When the approximation for small impedance is
applied to equation 9, one obtains the following equation for the output voltage Vout:

Vout =
RL

Ri + RL
kE ẏ (13)

Voltage shape for a given motion is therefore a direct validation for the kE curve that was
computed using FEMM. Various motion aptitudes have been tested by applying setting wind
speeds. A load resistance of 500 Ω was chosen for all wind speeds. The recorded motion has
been converted into a time signal and imposed on a Simulink model that contains only the
transducer, and disregards all the mechanics, must taking a forced motion as input. The results
for various wind speeds can be seen in Fig. 13.

Figure 13: Measured and simulated voltage at different wind speeds.

In all cases, the model correctly predicts the output voltage. In terms of accuracy of the
predicted amplitude, the results seem to vary between different measurements. This can be
due to the used BH curve of the ferromagnetic part, and the equivalent depth of the circular
magnets used in FEMM.

Experiments to determine the optimal load resistance have been carried out at two wind
speeds, with the transducer set at an air gap of 5 mm. Wind speeds were chosen low to remain
in the area were the predictions of the galloping model are more accurate. The results for
measured efficiency at u = 5.66 m/s are given in Fig. 14. The model largely overestimates
the motion amplitude as well as the efficiency. The amplitude is predicted to be about 3 times
larger than the experiment for high load resistances, with a decreasing difference for lower RL.
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Figure 14: Measured and simulated efficiency and lco amplitude at wind speed of 5,66 m/s

6 Conclusion

In this paper an axial transducer is proposed to harvest energy from galloping. A multiphysics
model of the transducer was able to predict the shape and amplitude of the output voltage
given an input signal with reasonable precision. As for future work, an optimization of the
geometry of the harvester could be performed. It might be interesting to inverse the design
approach for the harvester and starting from a desired kE vs y curve, an optimized transducer
is proposed.
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Vortex-induced vibration (Flow-induced vibration) (VIV/FIV), may occur in many marine 
structures. In comparison with circular cylinders, square-shape cylinders vibrate more 
intensely and have advantages in energy harvesting from ocean, in particular in high Re region.  

In this paper, a numerical study is carried out for the FIV energy harvesting of a square 
cylinder. The Reynolds-averaged Navier-Stokes equations are used in conjunction with the 
SST k-ω turbulence model to simulate the turbulent flow, and vibration equations are solved 
by using the Newmark-beta algorithm, which is verified by comparing the results with 
published data [1]. We investigate the effect of incidence angles and Reynolds number on FIV 
responses and energy conversion characteristics. Specifically, three typical incidence angles 
are selected and the Reynolds number is in the range of 24000-160000. Simulation results 
indicate that incidence angles and Reynolds number significantly affect the lock-in area, 
oscillation frequency, vibration responses, vortex shedding modes and the performance of 
energy conversion. Similar to the phenomena found by reference [2], galloping occurs at α=0° 
when the Reynolds number is increased, therefore, not only the vibration frequency will no 
longer be controlled by vortex shedding frequency but also the square cylinder vibrates 
violently. The energy conversion efficiency reaches its maximum at the upper branch 
regardless of incidence angles. The angle α=45° is considered as the most suitable 
arrangement for energy harvesting, which provides the highest efficiency and power in all 
cases. In this situation, amplitude of lower branch is magnified whereas the frequency is 
controlled by vortex shedding frequency. 
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Abstract  
The present paper deals with the piezoelectric energy harvesting from supersonic panel 
flutter oscillation of simply-supported laminated plates. The aeroelastic flutter energy 
harvester is composed of a piezoelectric element attached to the structures and a 
conventional harvesting circuit. A diode bridge of four diodes is connected to the 
piezoelectric element and it provides a mechanism of current rectification. Aeroelastic 
analysis of simply-supported laminated plates with a piezoelectric element is based on a 
geometrically nonlinear finite element method and a quasi-steady aerodynamics. The effect 
of location of piezoelectric element on converged voltage in the harvesting system is 
examined through the numerical examples. 

Keyword: Energy Harvesting, Supersonic Panel Flutter, Piezoelectric Element,  
         Composite Materials, Optimal Placement 

1  Introduction  

Aeroelastic characteristics have played the significant role in structural design. Flutter is 
one of the representative dynamic phenomena of aeroelastic instability, which results in 
catastrophic destruction of structures. Although flutter is recognized as a harmful 
phenomenon from the viewpoint of structural integrity, it can be conversely utilized as 
profitable energy source for vibration-based energy harvesting. So far, a lot of research on 
energy harvesting from aeroelastic vibration has been carried out (McKinney and De 
Laurier, 1981; Isogai et al., 2003; Abdelkefi, 2016; Kameyama and Makihara, 2016). 
The present paper deals with the piezoelectric energy harvesting from supersonic panel 
flutter oscillation of simply-supported laminated plates. The aeroelastic flutter energy 
harvester is composed of a piezoelectric element attached to the structures and a 
conventional harvesting circuit. A diode bridge of four diodes is connected to the 
piezoelectric element and it provides a mechanism of current rectification. Aeroelastic 
analysis of simply-supported laminated plates with a piezoelectric element is based on a 
geometrically nonlinear finite element method and a quasi-steady aerodynamics. The effect 
of location of piezoelectric element on converged voltage in the harvesting system is 
examined through the numerical examples. 

2  Fundamental Equations  

2.1  Supersonic panel flutter characteristics of laminated plates  

The finite element equation for linear supersonic panel flutter characteristics of simply- 
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(a) Simply-supported laminated plates (a = b = 300 mm, hm = 3 mm). 
 

 
 

(b) Conventional harvesting circuit. 
 

Figure 1: Schematic of aeroelastic flutter energy harvester. 
 

supported symmetrically laminated plates, which possesses a uniform thickness and 
material density, without piezoelectric elements can be described as follows: 

                    0m a mL aM W t g D W t K K W t     , (1) 

    1
a m

m m

D M
h

 , (2) 

where the mass and linear stiffness matrices of laminated plates without piezoelectric 
elements are denoted by Mm and KmL, the aerodynamic and aerodynamic damping matrices 
are denoted by Ka and Da, the nodal displacement vector is denoted by W(t), respectively. 
Here it is assumed that the aerodynamic forces acting on the vibratory panel surface in 
supersonic flow (velocity U, angle a) are given by the linear piston theory (Ashley and 
Zartarian, 1956) and the upper surface of the panel is exposed to a high supersonic airflow 
at zero angle of attack. The dynamic pressure and aerodynamic damping parameters 
denoted by  and g are defined as (Liao and Sun, 1993; Zhou et al., 1994) 
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Table 1: Material properties of CFRP. 

EL ET GLT LT 
[GPa] [GPa] [GPa]  [kg/m3] 
142.0 10.8 5.49 0.30 1500 

 
Table 2: Material properties of PZT. 

d31 Cp E   Thickness 
[pm/V] [nF] [GPa]  [kg/m3] [mm] 

-240 74.3 63.0 0.30 7800 0.25 
 

which can be expressed by using the dynamic pressure q and the Mach number M 
( 2 5M  ). The material density, thickness and length of plate are denoted by m, hm and 
a, respectively. The aerodynamic damping coefficient is denoted by ca. In case of =0, Eqs. 
1 and 2 give the solution of the problem of finding the free vibration frequencies of the 
panel. 
When a modal approach is introduced, the following equation can be obtained by the modal 
transformation (W=Wm) for Eqs. 1 and 2: 

            2

0 0

T

a m mK W I W      , (5) 

where the matrix with free-vibration eigenvalues on the diagonal and the corresponding 
modal matrix are denoted by  and , respectively. The identity matrix is denoted by I and 
the amplitude of Wm is denoted by Wm0. Then the complex eigenvalues  for a given 
dynamic pressure can be evaluated by solving the complex eigenvalue problem given by 
Eq. 5 as follows: 

 2 2 2 2R I I R R I R I
m m m m m m

g g g
j j

h h h
          

  
     

               
     

, (6) 

where =R+jI. Then the stability of the aeroelastic system can be tested by using the 
obtained . The stability criterion can be described as the following inequality equation 
(Sander et al., 1973): 

 

22
I

R m m

g

h


 

 
  
 

. (7) 

In the absence of aerodynamic damping (g=0), the flutter occurs when  approaches a 
critical value cr at which two of the real eigenvalues  coalesce and become complex 
conjugate pairs. Here cr is the critical flutter dynamic pressure parameter. 

2.2  Piezoelectric energy harvesting from supersonic panel flutter oscillation of laminated 
plates  

The aeroelastic flutter energy harvester is composed of a piezoelectric element attached to 
the structures and a harvesting circuit as shown in Fig. 1(a) and 1(b), respectively. A diode 
bridge of four diodes is connected to the piezoelectric element and it provides a mechanism 
of current rectification. The finite element equations for supersonic panel flutter 
characteristics of simply-supported symmetrically laminated plates with a piezoelectric 
element can be described as follows: 
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Figure 2: Panel flutter mode shape (a=0º). 

 

                          0s a sL sNL a p pM W t g D W t K K K W t V t        , (8) 

         T

p p pW t C V t i t      , (9) 

where the mass, linear stiffness and nonlinear stiffness matrices of laminated plates with a 
piezoelectric element are denoted by Ms, KsL and KsNL, respectively, the effective 
piezoelectric coefficient vector and capacitance are denoted by p and Cp, the voltage 
across the piezoelectric element is denoted by Vp(t) and the current flowing into a 
harvesting circuit is denoted by i(t), which is related to the rectified voltage Vr(t) by (Shu and 
Lien, 2006) 

  
0

r r p r

r r p r

p r

C V if V V

i t C V if V V

if V V

    
 



 , (10) 

where the storage capacitance is denoted by Cr. 

3  Numerical Results and Discussion  

3.1  Numerical model  

In this research, aeroelastic flutter energy harvesting with a [0/±45/90]s simply-supported 
laminated plate is examined. Simply-supported laminated plates with a piezoelectric 
element shown in Fig. 1(a) are employed, where a ply fiber orientation angle is denoted by 
. Lead zirconate titanate (PZT) element is placed on the lower surface of the plate. The 
material properties of lamina of carbon/epoxy composite and PZT element are shown in 
Tabs. 1 and 2. Here the in-plane stiffness and piezoelectric characteristics of piezoelectric 
material are assumed to be isotropic in this research. The nine-noded isoparametric Mindlin 
plate element is employed in the present structural analysis based on the Mindlin plate  
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(a) Time histories of piezoelectric voltage and rectified voltage. 

 

 
 

(b) Effect of location of piezoelectric element on converged voltage in harvesting system. 
 

Figure 3: Results of energy harvesting (*=1.1×cr
*, a=0º). 

 
theory for linear analysis or the von Karman plate theory for nonlinear analysis, and 10×10 
elements are used for the structural analysis. The sizes of PZT element are the same as 
that of a finite element in the structural analysis. The aerodynamic damping coefficient ca in 
Eq. 4 is set to be 0.01 in this research. A modal reduction is performed using the lowest 30 
modes to solve Eq. 5 after the vibration analysis. Newton-Raphson method and Newmark- 
method are adopted to solve and numerically integrate the nonlinear equations described 
as Eqs. 8 and 9. Here the storage capacitor has a capacitance of 1.0 F in this research. 

3.2  Effect of location of piezoelectric element on harvesting performance  

Fig. 2 shows the panel flutter mode shape of a [0/±45/90]s simply-supported laminated plate 
without piezoelectric elements for a=0º obtained by solving Eq. 5. This figure indicates that 
the supersonic panel flutter due to coupling between the natural vibration mode of m=1 and 
n=1 and that of m=2 and n=1 occurs at *=cr

*=287.7. Here the number of half sine waves in 
the x and y directions are denoted by m and n, respectively. The dynamic pressure  is non-  
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Figure 4: Absolute values of sum of plate bending curvatures (a=0º). 

 
dimensionalized by 

 
3

*

0

a

D
  , (11) 

where the out-of-plane stiffness D11 of a [0]s unidirectional laminate is denoted by D0. 
Fig. 3 shows the results of energy harvesting at non-dimensional dynamic pressure 
*=1.1×cr

*. Here the vibration of the plate is induced by sudden release of 1m initial 
deflection at the center of the plate. In the case of the location of piezoelectric element 
shown in Fig. 1(a), the time histories of piezoelectric voltage and rectified voltage are 
shown in Fig. 3(a). As the aeroelastic vibration continued, the piezoelectric voltage and 
rectified voltage increased. Then the energy harvesting system reached a steady state and 
rectified voltage converged. Fig. 3(b) shows the effect of location of piezoelectric element 
on converged voltage in the harvesting system, which corresponds to the panel flutter 
curvature mode shape at non-dimensional linear critical dynamic pressure cr

*. Here a 
piezoelectric element is placed on a finite element in the structural analysis. Fig. 4 shows 
the absolute values of a sum of plate bending curvature at the center of each finite element 
 described as the following equation, which is obtained from Fig. 2,  

      2 2
0 0

2 2

, ,
,c

W x y W x y
F x y

x y

 
 

 
, (12) 

where the directions parallel and normal to the airflow are denoted by x  and y , 
respectively, as shown in Fig. 1(a). It is indicated that the optimal location of piezoelectric 
element for energy harvesting can be determined based on the panel flutter curvature 
mode shape, by comparing with Fig. 3(b). 

3.3 Optimal placement of a piezoelectric element  

Next, we obtain the location of a piezoelectric element to maximize the harvesting 
performance in the present system by using numerical optimization techniques. In this 
research, location of the center of piezoelectric element (xp, yp) expresses the location of 
piezoelectric element. The objective function for optimal placement of a piezoelectric 
element maximizing harvesting performance can be stated as follows: 
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Table 3: Optimization results. 

Angle of airflow a [deg] 0  45  
Design variables Continuous Discrete Continuous Discrete 
Location (xp, yp) [mm] (239, 98) (255, 105) (203,250) (195,255) 
Converged voltage [V] 293.1 281.1 230.3 229.4 

 

 
 

(a) Objective function values. 
 

 
 

(b) Design variable values. 
 

Figure 5: Convergence histories (a=0º). 
 

      2 2
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2 2

, ,
max ,

p p
c p pS S

W x y W x y
F x y dS dS

x y

 
 

   , (13) 

where the area of piezoelectric element is denoted by Sp. 
In this research, differential evolution (Storn and Price, 1997) is adopted as an optimization 
method. DE is one of the stochastic population-based optimization algorithms for solving 
optimization problems over continuous design space. DE/rand/1/bin is adopted as the 
strategy for creation of the trial vector, which is the most common DE version. Crossover 
rate, CR, and scaling factor, F, are set to 0.9 and 0.9, respectively. Here 100 generations 
were allowed with population sizes of 10. Five trials were run for each DE changing seeds 
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for random numbers to give different initial populations. 
The optimal location of a piezoelectric element obtained from Eq. 13 and the converged 
voltage in the case of the optimal location are shown for the case of a=0º and 45º in Tab.3. 
Being different to the optimal location of a piezoelectric element, it is noted that the optimal 
location of a piezoelectric element, which is determined by a round-robin calculation for all 
possible locations of a piezoelectric element placed on a finite element in the structural 
analysis, is also shown in this table. Fig. 5 shows the convergence histories of the 
maximum of the objective function values and the parameter values (correspond to the 
design variable values) of parameter vector with the maximal objective function value for 
each generation for the case of a=0º. From this figure, it is found that the maximum of the 
objective function values and parameter values almost converge within 100 generations. 
These results indicate that the present optimization approach gives out sufficient results. 

4  Conclusions  

The present paper deals with the piezoelectric energy harvesting from supersonic panel 
flutter oscillation of simply-supported laminated plates. It is indicated through the numerical 
examples that the optimal location of piezoelectric element for energy harvesting can be 
determined based on the panel flutter curvature mode shape of the plate. An optimal 
placement of a piezoelectric element to maximize the harvesting performance in the 
present system has also been conducted by using differential evolution in this paper. It is 
also indicated through the numerical examples that the optimal location of a piezoelectric 
element can be determined by the proposed optimization method based on the panel flutter 
curvature mode shape of the plate.  
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Abstract  
The power generation performance of a 2D flapping flat plate with prescribed sinusoidal 
pitching and plunging kinematics in a steady laminar flow at a Reynolds number of 1100 
has been investigated using a Navier-Stokes solver. Results indicate a power efficiency as 
high as 34% for a flat plate with pitch amplitude of 750, plunge amplitude of 1 chord (c), 
phase of 900, a reduced frequency of 0.8, and a tip speed ratio of 0.57 at a pivot location 
0.333c from the leading edge. This increase in performance of 5.4% over NACA0012 foil 
has been found to be largely due to the timing of formation and development of the leading 
edge vortex and its interactions with the trailing edge primarily enhanced by the uniform 
thickness of the plate. In contrast to NACA foils, doubling the plate’s thickness could 
increase the power generated by close to 3% with negligible effect on the efficiency. 
Analyses of the effects of the geometry of the leading and trailing edges of the oscillating 
plate show that a streamlined/semi-circular leading edge and a blunt/rectangular trailing 
edge only improve the plate’s ability to extract energy from the fluid by about 1.1% over the 
flat plate. Further investigation into selected pivot locations (0.0c, 0.1c, 0.25c, 0.333c, 0.5c, 
0.75c & 1.0c from the leading edge) for the flat plate shows that the plate with a pivot 
location at 0.25c gives about 5.5% and 1.1% increase in the power coefficient (i.e. 0.873 to 
0.920) and efficiency (i.e. 34.2% to 34.6%) respectively over the flat plate pivoted at 0.333c.  

Keyword: flapping foil power generator, CFD, leading edge vortex 

1  Introduction  

Water and wind are major sources of renewable energy.  While conventional horizontal 
axis rotary wind turbines are popular in terms of power and efficiency at tip speed ratios 
greater than 5, both the turbine size and tip speeds (and hence aerodynamic noise) 
increase with power and their performance deteriorates significantly at low tip speeds.  
Flapping foils offer an alternative strategy for power generation from wind or water at low 
speeds and critical reviews of their performance and future challenges have been provided 
by Young et al (2014) and Xiao and Zhu (2014). Single flapping foil turbines can achieve an 
efficiency of 30%-40%, depending on the kinematics, the foil profile, the pivot location and 
flow conditions (such as uniform/shear flows, steady/unsteady flows, laminar/turbulent 
flows). The kinematic conditions for best performance fall within the range of of the pitch 
amplitude θ0 between 600 and 900, the pivot location Xp between 0.20c and 0.75c, the 
reduced frequency k between 0.60 and 1.2, when the plunge amplitude h0 is fixed at 1c and 
the phase difference φ fixed at 900. These kinematic conditions promote favourable 
formation and shedding of the leading edge vortices (LEVs), coupling of the motion of the 
LEVs and the flapping foil, energy recovery from the LEVs, in addition to a good 
synchronisation between the lift force and plunge velocity, and between the moment and 
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pitch velocity of the foil (Kinsey and Dumas, 2008;, Peng and Zhu, 2009; Ashraf et al., 2011; 
Zhu, 2011). Most of the studies on the flapping-foil turbine concept used streamlined 
symmetrical foils (e.g. NACA profile) for power generation. Platzer and Sarigul-Klijin (2009), 
Platzer and Sarigul-Klijin (2010) and Platzer et al. (2011) investigated the performance of a 
flapping flat plate passively driven by the fluid flow for power generation. Flat plates were 
used because it was suspected that the generation of strong vortices from sharp leading 
edges may enhance the power output with the added advantage of reducing manufacturing 
complexity, acquisition and operating costs of flapping foil turbines. Preliminary numerical 
results of Usoh et al. (2012) indicate some improvement in the performance of a flat plate 
over that of NACA0012 foil.  

The objective of this study was to examine the performance and associated physics of 
a flapping flat plate power generator at a Reynolds number of 1100. The effect of the 
leading edge (LE) and the trailing edge (TE) on power generation is explored by comparing 
the performance of a flat plate (blunt/rectangular LE and blunt/rectangular TE with sharp 
corners as fixed flow separation points) with that of a NACA foil (rounded LE and sharp TE) 
and a lens foil (sharp LE and sharp TE). As shown in Fig.1, the flat plate and the lens foil 
have the same chord length (c) and cross-sectional area as the NACA0012 foil.  
 

 (a) Flat plate (b=0.08082c) 

 (c) Lens foil 

 
(b) NACA012 foil 

Figure 1: Three tested foils.  

2  Numerical Details  

2.1  Motion Kinematics & Performance Measures  

Each foil in Fig. 1, pivoted at 𝑋"	from the leading edge, undergoes prescribed sinusoidal 
plunging in the lateral (y) direction with a plunge amplitude h0 and sinusoidal pitching about 
the spanwise (z) axis with a pitch amplitude θ0; and the plunge motion y(t) leads the pitch 
motion θ(t) by a phase difference φ of 900:      
   𝑦(𝑡) = ℎ*sin	(𝜔𝑡 + 𝜑)     (1a) 
   𝜃(𝑡) = 𝜃*sin	(𝜔𝑡)      (1b) 
where w is the circular frequency. The plunge and pitch velocities are given respectively by 
   𝑉3(𝑡) = 𝜔ℎ*cos	(𝜔𝑡 + 𝜑)     (2a) 
   Ω(𝑡) = 𝜔𝜃*cos	(𝜔𝑡)     (2b) 
The non-dimensional reduced frequency 𝑘	of the flapping foil is given by 

    𝑘 = 89
:;

= <=>9
:;

      (3) 

c 

c 

b 

	 0.05c 

190 190 

0.16c 0.16c 

0.135c 
0.05c 

0.5c 
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where f is the flapping frequency. 
For a flapping-foil turbine undergoing sinusoidal motion, the tip speed ratio (TSR) is 

related to the root-mean-square of the plunge velocity 𝑉3(?@A)	by  

   𝑇𝑆𝑅 = EF(GHI)

:;
= EF(HJK)

:;√<
     (4) 

where 𝑈N	is the free-steam velocity. 
The total power 𝑃	generated by a flapping foil turbine consists of two components: 

𝑃P	due to the plunge motion and 𝑃Q	due to the pitch motion as given by   
    𝑃(𝑡) 	= 	𝑃P(𝑡) +	𝑃Q(𝑡) 	= 	 R𝐿. 𝑉3U(𝑡) +	[𝑀. Ω](𝑡)  (5) 
where 𝐿	is the lift and 𝑀	is the moment. The total power coefficient Cp may be expressed 
as: 

 𝐶" = 	
Z

	[
\]:;

^ A9
= 	 R	𝐶"(P) 	+	𝐶"(Q)	U(𝑡) 				= 	_	𝐶`.

EF
:;
	+	𝐶a.

b.9
:;
	c (𝑡)  (6) 

where 𝐶`	is the lift coefficient, 𝐶a is	the moment coefficient, 𝜌	is the density of the fluid 
and 𝑠 (=1 for 2D calculations) is the span.  The efficiency η is the ratio of the mean power 
𝑃@fgh extracted to the available power within the swept area 

  𝜂 = Zjklm
[
\]:;

^ nA
= 	𝐶"	opqr

9
n
      (7) 

where d is the overall displacement of the foil, taken as the maximum displacement either 
from the LE, TE or pivot location of the flapping foil over a flapping cycle: 
  𝑑 = maxw2ℎy,			2{ℎy +	𝑋" sin 𝜃y|	𝑜𝑟		2{ℎy −	{𝑐 −	𝑋"| sin 𝜃y|�  (8) 

2.2  Unsteady Flow Solver  

All the numerical simulations here were undertaken using ANSYS 14 FLUENT CFD 
commercial software to solve the unsteady incompressible 2D Navier-Stokes equations. 
The pressure-based solver is used, with the SIMPLE pressure-velocity coupling and 
Green-Gauss node based gradient. Second-order spatial discretisation is used for the 
pressure and the momentum. The computational domain consists of an inner circular fluid 
domain and a square domain both centred at the foil’s pivot location Xp. The circular domain 
is bounded by a sliding interface with a radius of 10c, while the dimension of each side of 
the square domain is 70c. As employed in Kinsey and Dumas (2008) and Ashraf et al. 
(2011), a source term method is adopted to enable the use of second order time-stepping 
rather than the default first order implicit method used by the dynamic mesh strategy. 
Normalised residuals were reduced to a maximum of 10-5 for every time step. Grid 
independence tests were conducted using a coarse grid of 65,000 cells with 450 nodes 
around the plate, a medium grid of 121,000 cells with 550 nodes around the plate and a fine 
grid of 190,400 cells with 700 nodes around the plate.  Time steps of 500, 2000 and 4000 
per cycle were used for the time-step independence study. Results indicate that the 
medium grid and 2000 time steps per cycle are sufficient for simulations of the flow around 
the flat plate. Similar tests confirm that it is sufficient to use 2000 time steps per cycle as 
well as a medium grid of 52,000 cells and 400 nodes around the NACA0012 foil; and 
129,000 cells with 600 nodes around the lens foil. The grid and the method used were 
validated by the results (𝐶"	opqr=0.860 and 𝜂=33.9%) obtained which agree with Kinsey 
and Dumas (2008) to within 1% for a NACA0015 foil at Xp =0.333c, ℎy=1.0𝑐,	𝜃y=76.33°, 𝑘 
=0.88 and Re=1100.  
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3  Results and Discussions  

All the calculations here were made for the kinematics which have been found by Kinsey 
and Dumas (2008) to be of high power extraction performance for a number of NACA 
profiles: Xp =0.333𝑐, ℎy=1.0𝑐,	𝜃y=75°,	𝜑=90°, 𝑘 =0.80 and Re=1100. At least 12 flapping 
cycles were calculated until the ratio of 𝐶"	opqr for the current cycle to that of the previous 
cycle is less than 0.14%. 

3.1  Performance of Flat Plate Vs NACA0012 foil and Lens foil 

Results of the flat plate show a 5% and 14% improvement in the 𝐶"	opqr(0.873) and η 
(34.2%) over the NACA0012 foil and the lens foil respectively. The physics for this 
improvement is examined as follows. The instantaneous 𝐶"	 predicted for the flat plate in 
Fig. 2(a) is lower than that for NACA0012 foil from t/T = 0.15 to t/T = 0.28 and from t/T = 
0.65 to t/T = 0.78; but higher from t/T = 0.30 to t/T = 0.45 and from t/T = 0.80 to t/T = 0.95. 
The pitch power in Fig. 2(b) generated for all three foils around t/T = 0.30 to t/T = 0.48 and 
from t/T = 0.80 to t/T = 0.98 is positive because 𝐶a and Ω are synchronised (Fig. 2c). The 
plunge power (Fig. 2d) for all three foils is positive throughout the cycle because a nearly 
perfect synchronisation is achieved between 𝐶`	and 𝑉3 (Fig. 2e). The differences in the 
power generated by the three foils are due to the differences in the magnitude of the 
moment and lift produced. For example, around t/T = 0.42 and t/T = 0.92 in Fig. 2 (c) and 
(e), 𝐶a  and 𝐶`	produced by the flat plate are larger in magnitude than that of the 
NACA0012 foil and the lens foil, resulting in higher positive pitch and plunge power at these 
instants (Fig. 2b and Fig. 2d). A similar level of performance is also observed for the 
NACA0012 foil around t/T = 0.20 and t/T = 0.70 in Fig. 2(e). To determine the cause of the 
high and low moment and lift magnitudes produced by the three foils at certain instants in 
the flapping cycle, the vorticity fields (z-vorticity normalised by U∞ /c) and pressure 
distributions are shown in Figures 3 and 4 respectively at t/T = 0.20 and t/T = 0.42.  

At t/T = 0.20 in Fig. 3(a), where the foils are pitching in the counter-clockwise direction 
and plunging downwards, the sharp leading edges of the flat plate and the lens foil 
respectively cause the flow to separate earlier than the NACA0012 foil resulting in earlier 
development of and stronger leading edge vortices (LEVs). Vortex formation creates a 
suction effect due to low pressure on the occurring surface (i.e. either on the upper or lower 
surface) during the upward/clockwise or downward/counter-clockwise motion of the foil. 
Hence, timing the evolution of the LEVs is considered vital in achieving a better 
synchronisation between the velocities and their respective forces (Kinsey and Dumas, 
2008; Ashraf et al., 2011; and Xiao et al., 2011). The attachment of the flow to the lower 
surface of the NACA0012 foil reduces the pressure at the LE compared with that of the flat 
plate and lens foil (Fig. 3b), thus producing higher pressure gradient and force in the 
y-direction (Fig. 2e). It is a similar case at t/T = 0.70, however the LEVs are formed on the 
upper surface of the three foils while the force in the y- direction is positive (that is lift force). 

Around t/T = 0.35 to t/T = 0.45 during the clockwise (pitch) and downward (plunge) 
motion of the three foils (just before the mid-cycle, when the LEV has fully developed and is 
about to be shed), the Cp of the flat plate (Fig. 2a) is highest followed by that of the 
NACA0012 foil and then the lens foil. This is the result of the gap between the LEV (around 
the TE) and the surface of the NACA0012 foil, lens foil and flat plate; while Fig. 4(a) shows 
that the larger the gap between the LEV and the foil at the TE, the smaller the power 
generated in this period. For the three foils, there is a higher pressure gradient in the 
y-direction near the TE than near the LE (Fig. 4b) as a result of the larger LEV around the 
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TE (Fig. 4a). This enhances the moment and the pitch motion in the clockwise direction 
(from t/T = 0.35 to t/T = 0.45 in Fig. 2c), causing a rapid rise in the amount of positive pitch 
power generated by the foils (t/T = 0.35 to t/T = 0.45 in Fig. 2b).  

(a) Power coefficient 

(b) Pitch power coefficient (c) Moment coefficient 

 (d) Plunge power coefficient (e) Lift coefficient 
Figure 2: Comparisons of the power, moment and lift coefficients for the three foils. 

  
Fig. 2(b) shows that for the NACA0012 foil and lens foil, positive pitch power occurs 

only from t/T = 0.35 to t/T = 0.48 and from t/T = 0.85 to t/T = 0.95; and this contributes 
significantly to the overall power output of the turbine during these times (Fig. 2a). On the 
other hand, the plunge power (Fig. 2d) of the flat plate is high and remains fairly constant 
from t/T = 0.25 to t/T = 0.40 and from t/T = 0.75 to t/T = 0.90; while that for the NACA0012 
foil and lens foil decreases quite rapidly with time. This is because for the flat plate from t/T 
= 0.25 to t/T = 0.40, the negative plunge velocity decreases (Fig. 2e) while the negative lift 
force increases with time resulting in a nearly constant plunge power extracted during this 
period. In contrast, for the NACA0012 foil and lens foil, the increase in the negative lift force 
with time is much smaller than that for the flat plate, thus resulting in the reduction of the 

425



Second International Symposium on Flutter and its Application, 2020 
 

 

plunge power during this period. As shown in Fig. 4(a), the nucleus of the larger LEV is 
closer to the TE for the flat plate than for the NACA0012 foil and the lens foil because of the 
uniform thickness of the flat plate. Hence, the lift force has a larger magnitude for the flat 
plate than the NACA0012 foil and the lens foil (Fig. 2e) and Fig. 4b). 

 

Figure 3: Vorticity contours and pressure distributions for the flat plate (left), NACA foil 
(middle) and lens foil (right)at t/T=0.20. 

 

   
(a) Vorticity contours 

   
(b) Pressure distributions  

Figure 4: Vorticity contours and pressure distributions for the flat plate (left), NACA foil 
(middle) and lens foil (right) at t/T=0.42. 

   
(a) Vorticity contours 

   
(b) Pressure distributions 
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With regard to the effect of the LE geometry on the performance, the NACA0012 foil 
with rounded LE has the best performance (Fig. 2a) from t/T = 0 to t/T = 0.28 and from t/T = 
0.50 to t/T = 0.78 during the formation of the LEV. Figure 3(a) at t/T = 0.2 shows that the 
flow over the surface of NACA0012 foil remains attached over a larger portion of its surface 
compared to the flat plate and the lens foil; reflecting the effects of a better timed flow 
separation and formation of LEVs. Consequently, this causes a smooth pressure drop at x/c 
= 0.21 (Fig. 3b) followed by a smooth increase along the chord length (x/c = 0.22 to x/c = 
0.53) resulting in higher plunge power (Fig. 2d) compared to the flat plate and the lens foil. 
On the other hand, the sharp corners at the LE of the flat plate and the sharp LE of the lens 
foil (Fig. 3a) force a sharp and an early flow separation on the surfaces. Although the 
NACA0012 foil with a rounded LE produces a better performance than the lens foil and the 
flat plate (from t/T = 0 to t/T = 0.28 and from t/T = 0.50 to t/T = 0.78), the nature of 
interaction of the LEVs with the surface of the foil from the pivot location Xp to the TE also 
plays a significant role in the overall performance of the flapping-foil turbine. Further 
analysis of the vorticity contours at t/T = 0.42 in Fig. 4a reveal that the larger LEV of the lens 
foil is shed earlier, followed by the NACA0012 foil and then the flat plate. The low 
performance and similarity of the NACA0012 foil and the lens foil (Fig. 2a) from t/T = 0.30 to 
t/T = 0.50 and from t/T = 0.80 to t/T = 1.0 are due to the reduction of the thickness from the 
mid-chord and/or the pivot area to the TE. This causes the LEV shed in the previous cycle 
to convect further away from the wing surface near the TE, resulting in higher pressure on 
their lower surfaces. Thus the uniform thickness aft of the mid-chord and/or pivot area is 
beneficial for power generation. 

These results of the flat plate, NACA0012 foil and the lens foil suggest that the 
geometry of the foil affects not only the formation, development and shedding of the LEV 
but also the duration for the attachment of the LEVs to the wing. Thus rounding the LE of 
the flat plate may enhance the turbine’s performance at the early stages of the LEV 
development; while a uniform foil thickness along the chord length enhances its 
performance in the later stage of the evolution and shedding of the LEV. 
 

   
 (a) Rectangular LE and TE        (b) Semicircular LE and TE   (c) Semicircular LE and rect. TE 

Figure 6 Grid details of three different plates. 

3.2  Effect of the Leading and Trailing Edge Geometry 

As a profiled LE and a uniform thickness have been identified as beneficial in flapping foil 
power generation, simulations were conducted for three plates with the same thickness 
over at least 90% of the chord length with rectangular LE and TE (Fig. 6a), semi-circular LE 
and TE (Fig. 6b) and semi-circular LE and rectangular TE (Fig. 6c). Note here that the 
semi-circular LE and/or TE have radius 0.5b. Results in Fig. 7 show that a plate with a 
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semi-circular LE and a rectangular TE has the best overall performance for power 
generation. A semi-circular or rounded LE enhances the performance but profiling the TE 
(semi-circular or rounded TE) has a detrimental effect on the overall performance. Although 
there is an overall improvement of about 1% in the performance for the plate with 
semi-circular LE and rectangular TE over the flat plate, such increase is insignificant and 
may not justify the increase in manufacturing costs.  
 

  
Figure 7: Effects of LE and TE on Cp.  Figure 8: Effect of thickness on Cp. 

 
Table 1: Effect of thickness on flat plate’s performance. 

Kinematic conditions                   Thickness   Cp mean                    η (%) 

 0.5b                             0.866 33.6 

k = 0.85 and 𝜽𝒐= 780                             1b 0.870                                   33.8 

 2b 0.880 34.1 

 0.5b                             0.850 33.4 

k = 0.90 and 𝜽𝒐= 750                             1b 0.862 33.8 

 2b 0.862 33.8 

 0.5b                             0.790 31.6 

k = 0.70 and 𝜽𝒐= 700                             1b 0.811 32.4 

 2b 0.833 33.3 

3.3  Effect of thickness 

The flat plate’s thickness b is increased by 100% (that is 2b) and reduced by 50% (that is 
0.5b) while keeping the chord length constant. The grid density is maintained with the three 
different thicknesses. While the results for three different kinematic conditions in Table 1 
and Fig. 8 show that the efficiency increases insignificantly with thickness, the power could 
increase by close to 3% per doubling of the thickness, depending on the kinematics. This is 
in contrast to the study of Kinsey and Dumas (2008) who found that the effect of thickness 
on the performance of a flapping foil turbine is weak by comparing NACA0002, NACA0020 
and NACA0015 foils. The benefit of increase in power due to increase in thickness has to 
be considered together with the increase in material cost. 
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3.4  Effect of Pivot Location 

The pivot location is another geometric parameter with a significant influence on the 
performance of flapping-foil turbines. A number of studies in the flapping-foil turbine 
concept have reported different pivot locations as best for the turbine’s performance. This 
variation may be due to the differences in the kinematics (sinusoidal/non-sinusoidal motion 
and prescribed/passive motion) used. In order to establish the best pivot location for the flat 
plate, numerical simulations were conducted for pivot locations of 0.0c, 0.1c, 0.25c, 0.333c, 
0.5c, 0.75c and 1.0c from the LE. Figure 9 reveals that the optimal pivot location for 
𝐶"	opqr and 𝜂 is at Xp =0.25𝑐 which provides more than 5% improvement in 𝐶"	opqr and 
just over 1% in 𝜂 than at Xp =0.333𝑐.  It must be pointed out that this pivot location is also 
dependent on the kinematics and an optimal performance cannot be obtained without 
optimising all the relevant kinematic parameters.  

(a) Power generated Cp mean (b) Efficiency 𝜂  
Figure 9: Variation of 𝐶"	opqr	and 𝜂 with pivot location. 

4  Conclusions  

A 2D numerical study has been conducted using a commercial Navier-Stokes solver on a 
flapping flat plate in a laminar incompressible flow at a Reynolds number of 1100. The flat 
plate initially pivoted at 0.333c from the leading edge undergoes sinusoidal motion in both 
the pitch and the plunge directions. For h0 = 1c, φ = 900, θ0 of about 750, and k of 0.80 and 
Re = 1100 (that is a tip speed ratio TSR of about 0.57), it achieves a maximum power 
generation Cp mean and power efficiency η of more than 0.87 and 34% respectively, about 
5% and 14% higher than that of a NACA0012 foil and a lens foil respectively. This improved 
performance of the flat plate is primarily due to its uniform thickness enabling the LEVs to 
remain close to the surface especially aft of the mid-chord. Accordingly, this makes the flat 
plate an attractive option as a flapping foil turbine compared to profiled plates because it is 
simpler to manufacture (hence lower costs) with higher energy harvesting capability.  

Results of the geometry of the LE and the trailing edge TE of a flapping flat plate in a 
laminar flow regime indicate that a combination of a semi-circular LE and a rectangular TE 
gives the best performance compared with rectangular/sharp LE and a semi-circular/sharp 
TE. This is because a rectangular/sharp LE causes early and/or ill-timed flow separation 
and detachment of the LEVs from the surface of the flapping flat plate. On the other hand, a 
rectangular TE with sharp corners (hence uniform thickness) enables the vortices to stay 
close to the surface enabling better power generation. The lens foil’s performance is poor 
due to the combination of the negative effects of the sharp LE and TE on the evolution of 
the LEV.  

The effect of the thickness of the flat plate on the power generated in the laminar flow 
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condition has been found to be sensitive to the kinematics and 𝐶"	opqr could increase by 
close to 3% when the thickness was doubled. 

The pivot location has been found to significantly affect the timing of the formation and 
evolution of the LEVs and subsequently the power generated by the flapping-foil turbine. A 
flapping flat plate pivoted at 0.25c from the LE achieves the best performance with 𝐶"	opqr  
= 0.92 and η = 34.60%, resulting in an improvement of about 5% in the power generated 
𝐶"	opqr over that pivoted at 0.333c from the LE with a marginally better power efficiency. 
The location of the larger LEV which is closer to the TE when the flat plate is pivoted at 
0.25c has enhanced the pitching moment at these times (from t/T = 0.30 to t/T = 0.40 and 
from t/T = 0.80 to t/T = 0.90). 
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Possibility of power takeoff from bodies performing resonant aero-elastic vibrations1 is of great
interest. The problem of transverse self-oscillations of circular cylinders with viscoelastic bonds in
an unlimited flow of a viscous incompressible fluid is investigated. The task is solved in a complete
conjugate formulation. The meshless non-iterative method was used for solving the problem2. A fluid
and a moving solid are described as a single dynamic system without splitting into successive dynamic and
hydrodynamic stages. The motion of a fluid is modeled using two-dimensional Navier-Stokes equations
with no-sleep boundary conditions on the bodies surface. In fig.1(a) the time-dependence of cylinder
center yc(t) is shown. The function yc(t) satisfies an equation of the form mÿc(t) + cẏc(t) + kyc(t) =
Fy (t), where the transverse hydrodynamic force Fy is determined via integral expressions depending
on yc(t) , non-zero component of vorticity and flow of vorticity from the bodies surface3. As a result
the undamped self-oscillations of a cylinder in a flow have been reproduced. The mechanism of self-
supporting of the auto- oscillations is identified and described in details. The comparison with the
available data from other works1 was made, that confirms suitability of the developed technology. It
was found that when the natural frequency of the cylinder oscillations approaches the hydrodynamic
frequency of the Karman street, a resonant increase in the amplitude of self- oscillations occurs (see the
Fig.1(a); where Sh=0.199). Power takeoff dependence on the friction coefficient c and on the stiffness
coefficient k is investigated.
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3 G.Ya. Dynnikova, P.R. Andronov. (2018). Expressions of force and moment exerted on a body in a viscous flow via
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Energy harvesting technology from ambient vibrations has been in the spotlight because 

of the development of low power consumption sensors and the wireless communication 

system like IoT (Internet of Things) devices [1]. The vibration-power generator combined flow-

induced vibration by wind power with the magnetostrictive material, i.e. iron-gallium alloy, is 

developed by authors as shown in Fig. 1. It can generate electrical energy from low wind 

velocity of 1 m/s. The vibration-power generator is composed of “wind-receiving unit” and 

“power-generating unit”. The wind-receiving unit vibrates transversely against wind direction 
[2]. The purpose of the present study is to investigate the most suitable cross section of a 

cantilevered prism for transverse galloping and the performance of a wind power generator 

using the iron-gallium alloy as a magnetostrictive material.  

The experiments were performed in a wind tunnel with a rectangular working section 

having a height of 1200 mm, a width of 300 mm, and a length of 2000 mm. The wind velocity 

U of this experiment was varied from 2.1 to 7.3m/s. Figure 2 shows the variation of the power 

of vibration-power generator with the reduced velocity Vr (=U/fc∙H; fc, Characteristic frequency 

of a prism(=15.8Hz); H, Height of a prism (= 30 mm)) for a V-section prism. The peak power 

was 1.06 mW at Vr = 8.65. This peak power generation is enough to run a wireless sensor. 

 

1. Ueno, T., Yamada, S., (2011), Performance of Energy Harvester Using Iron-Gallium Alloy in 

Free Vibration, IEEE Transactions on Magnetics, 47, 2407-2409 

2. Kiwata, T., Yamaguchi, M., Kono, T., and Ueno, T., (2014), Water Tunnel Experiments on 

Transverse-galloping of Cantilevered Rectangular and D-section prisms, Journal of Fluid 

Science and Technology, 9, ,1-11. 

Fig.1 Vibration-power generator combined 
flow-induced vibration by wind power with 
the magnetostrictive material 

Fig.2 Variation of power with 
reduced velocity 
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The contribution discusses the reduced order modelling of flutter-induced piezoelectric en-
ergy harvesters. The prediction of ambient fluid flow energy conversion into electrical energy is
still an area of research for the design of efficient autonomous piezo-ceramic power generators1.
In this specific context, one has to take into account the interaction between an immersed
geometrically nonlinear elastic electro-mechanical structure and a subsonic incompressible fluid
flow. A first challenge is to model and predict the nonlinear dynamic behavior in space and
time of the multiphysics system2. A second challenge is to quantify the sensitivity of the overall
system under changing conditions (e.g. varying mean flow input velocity). A third challenge is
to allow just-in-time feedback control to maximize the power output while minimizing exposure
to fatigue. Generating a multi-parametric reduced basis, in order to reconstruct on-line approx-
imations, becomes a relevant response to those three challenges.

We will expose several options for parameterised hypothesis-driven models of the multi-
physics system at various complexity levels3 (bottom-up): from linear to geometrically non-
linear electro-mechanical models for the structure and from linear potential flows to nonlinear
Navier-Stokes equations for the fluid. Those models will be discussed and in particular, the need
to take into account large deformations to accurately capture Limit-Cycle Oscillations. Then,
generic Model Order Reduction4 (top-down) based on in-silico generated data from fully non-
linear monolithic finite element - ALE (Arbitrary Euler Lagrange) simulations will be presented,
compared and analyzed in terms of time/memory consumption and accuracy.

1 De Marqui Jr, C., Tan, D., & Erturk, A. (2018). On the electrode segmentation for piezoelectric
energy harvesting from nonlinear limit cycle oscillations in axial flow. Journal of Fluids and Structures,
82, 492–504.
2 Ravi, S., & Zilian, A. (2017). Time and frequency domain analysis of piezoelectric energy harvesters
by monolithic finite element modeling. International Journal for Numerical Methods in Engineering,
112(12), 1828–1847.
3 Hoareau, C., Deü, J.-F. & Ohayon, R. (2019). Prestressed Vibrations of Partially Filled Tanks
Containing a Free-Surface Fluid: Finite Element and Reduced Order Models. Proceedings of the VIII
International Conference on Coupled Problems in Science and Engineering, COUPLED 2019, Barcelona,
Spain, June
4 Berkooz, G., Holmes, P., & Lumley, J. L. (1993). The proper orthogonal decomposition in the
analysis of turbulent flows. Annual review of fluid mechanics, 25(1), 539-575.
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Flow past a single bridge girder is omnipresent in engineering applications. When incoming
flow reaches a certain value, a single bridge girder is characterized by flow separation and periodic
vortex shedding into the wake nearing to girder. When the frequency of vortex shedding behind
girder closes to or equals to the girderÕs natural frequency, vortex induced vibrations might
take place and will result in fatigue failure to the bridge girder. Nowadays, the span of girder
is longer than that before that make its damping and stiffness is weaker. Therefore, effective
control methods are desired to alleviate the periodic vortex shedding and suppress vortex-induced
vibration (VIV) of a single bridge girder. In the study, an active control measure, whose feature
is that the jet flow blows out from the slit setting on the leeward side of a single bridge
girder was experimentally investigated to suppress the amplitude of VIV. Apart from measuring
response of test girder, a particle image velocimetry (PIV) system was also applied to quantify
the wake flow characteristics in order to obtain the control mechanism of the proposed active
control method. It was found that the active wake slit jets implementation was very effective
in alleviating the amplitude of VIV that illustrates it can suppress fluctuating amplitude of the
dynamic wind loads acting on the test model. The wake flow field measured by PIV system
revealed that the topological structure of wake vortex was changed with and without active
wake slit jets. Due to the dynamic interactions between the jet flow and the periodic wake
vortex, the size, distance of vortex, strength of vortex shedding and the vortex shedding mode
was changed, which acted as the underlying mechanism of the active flow control. As a result,
the periodic vortex shedding behind a single bridge girder was alleviated and the amplitude of
VIV was enough attenuated.
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Mechanism in a Pitch-Plunge Aeroelastic System
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Flutter is a dynamical phenomenon, wherein at a critical flow speed, there is a continuous
extraction of energy from the flow to the structure 1, and in turn posing a threat to the integrity
of the structure. Hence, deploying suppression mechanisms to combat flutter has been an im-
portant topic of research in the aeroelastic community. One such mechanism involving active
controllers is called targeted energy transfer, where energy sinks are used to absorb the energy
from the oscillating airfoil. The scope of the study was restricted to a unidirectional energy
flow (from the airfoil to the energy sink). However, suppressing flutter using a bidirectional
energy transfer has so far not been explored in literature. Studies in the nonlinear dynamics
literature have shown that a coupled system can exhibit stationary dynamics, whose dynam-
ics are otherwise non-stationary in the uncoupled state, and this phenomenon was termed as
amplitude death (AD). Using AD as a measure to mitigate oscillatory or dynamic instabilities
in engineering systems has been investigated recently. Deriving impetus from the same, we
explore the potential of AD as a flutter suppression mechanism in aeroelastic systems. To
that end, we consider two identical pitch-plunge airfoils, which are subjected to uniform flow
conditions. The airfoils are coupled using a spring-viscous damper system only at the flutter
regime. The coupled interactions of the airfoils are then analysed by obtaining the pitch and
plunge responses. Further, the strength and the nature of the coupling between the airfoils are
systematically varied to investigate its effect on the regime of AD.
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Figure 1: (a) Plot of the root mean square (RMS) of the pitch response vs the time delay (td)
for coupling stiffness kn =15, 35 and 50. An enlarged section displaying AD is shown in the
inset (b).

1 Ashwad Raaj et. al (2019). Synchronization of pitch and plunge motions during intermittency route
to aeroelastic flutter. Chaos: An Interdisciplinary Journal of Nonlinear Science, 29(4), 043129.
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Active flutter suppression is an ongoing research topic in aeronautics and could lead to weight
savings and more efficient aircraft if it is considered at an early design stage. Optimization for
preliminary design needs to be multidisciplinary in order to reach an optimum. In the case of
active flutter suppression, both structural and control parameters have to be included therefore
a co-design strategy should be used.

The goal here is to assess co-design for designing a wing with active flutter suppression
and compare two co-design strategies. The first strategy is a conventional nested optimization
strategy or multi-discipline feasible. The second one used is the direct transcription method,
which is a simultaneous optimization architecture. Flutter computation for optimization is
examined in the frequency domain as well as in the time domain.

Figure 1: Evolution of damping with velocity of the flutter mode of a 2D airfoil, computed
with a frequency method, before and after a nested optimization.

Two test-cases are considered. A simplified 2D airfoil is used to compare the optimization
methods. They are then applied to a 3D wing mesh. Preliminary results are presented.
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Abstract  
Active control was applied for an aeroelastic system of a two-dimensional supercritical wing 
with a trailing edge control surface. Stack piezo actuators with stroke magnification systems 
were used to activate the control surface. Phase effect of the controller was surveyed to 
obtain a proper controller. It achieved to modify a Limit Cycle Oscillation condition by 16% 
in equivalent air speed at a transonic flow region. An amplitude of the control surface 
deflection while effectively suppressing the LCO was about 0.2 deg RMS which is 
sufficiently smaller than the piezo actuator capability. 
 
Keyword: Flutter suppression, Transonic flow, Wind tunnel test, Piezo actuator. 

1  Introduction  

Active Flutter Suppression (AFS) or Flutter Margin Augmentation (FMA) has been studied 
since 1960's as it is reviewed by Livne 2018. In this meaning, it is matured technology. 
However, application for commercial aircraft is rare. The Outboard Aileron Modal 
Suppression (OAMS) system of B-747-8/8F is one of recent application, which suppresses 
Limit Cycle Oscillation (LCO) observed in a certain flight condition at the flight test. LCO is 
often observed in transonic flow condition where a shock wave is generated on the surface 
and affects the aeroelastic response. LCO appears at lower dynamic pressure than a 
subsonic flutter. This phenomenon is called transonic dip. Regulations of aircraft design 
require 15% speed margins to the maximum design speed for flutter including LCO. 

2  Test set up 

2.1  Wind tunnel and support system  

The test was performed at 0.6m × 0.6m transonic Flutter Wind Tunnel (FWT) in JAXA (Fig. 
1). Specifications of FWT are listed in Tab. 1. A two-dimensional wing model is supported by 
an elastic support system which has two degrees of freedom in heaving and pitching motion 
(Fig. 2). The heaving stiffness is given by four plates located outside the flow area. Pitching 
stiffness is given by parts which have a cruciform cross section. Eq. (1) shows the motion of 
equation for the two-dimensional aeroelastic system. 
 

 
1 𝑥
𝑥 𝑟

ℎ
𝛼

2𝜍 𝜔∗ 0
0 𝑟 2𝜍 𝜔∗

ℎ
𝛼

𝜔∗ 0

0 𝑟 𝜔∗
ℎ
𝛼

𝐶
2𝐶  (1) 

 
where ℎ is a heaving displacement, 𝛼 is a pitch angle, 𝑥  is a static mass unbalance, 𝑟  
is a radius of gyration, 𝜍 , 𝜍  are damping ratios, 𝜔∗ , 𝜔∗  are non-dimensional angular 
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velocities, 𝜇 is a mass ratio, 𝐶  is a lift coefficient and 𝐶  is a pitching moment coefficient. 
The suffixes ℎ and 𝛼 indicate heaving and pitching value respectively. The equation is 
non-dimensionalized by the half chord length 𝑏 , the total mass 𝑚 and the specific time 
𝑏/𝑈 , where 𝑈  is the speed of uniform flow. Non-dimensional values in Tab. 2 are 
obtained by the stiffness and vibration test except mass parameters 𝑥  and 𝑟 . Mass 
parameters are estimated by an analysis and it is modified by the test. 𝜔∗  and 𝜔∗  are the 
values at Mach 0.80. 

 

Figure 1: Bird view of Flutter Wind Tunnel 
(FWT) in JAXA 

Table 1: Specifications of FWT 

Mach range 0.54 – 1.15 

Total pressure 
(P0) range 

150 – 400 kPa 

Duration - 120 sec 

Test section 0.6m × 0.6m 

Operation 
sequence 

Mach sweep 
P0 sweep 

Dynamic pressure sweep 
 
 
 

 

 

Figure 2: Two degrees of freedom elastic support system 

 

Table 2: Non-dimensional parameters at Mach 0.80 

𝑥  𝑟  𝜍  𝜍  𝜔∗  𝜔∗  

0.0434 0.475 0.011 0.008 0.0574 0.0739 

 

2.2  Wing model  

Fig. 3. shows the wing model and its profile. The maximum thickness t/c is 0.115 at 
x/c=0.375. The airfoil is derived from a cross section of YXX aircraft designed by Japan 
Aircraft Development Company (JADC). JADC allowed us to use it for this study. Pressure 
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distributions were measured in a previous experiment and described in Saitoh et al. 2011. 
The test was performed with free transition condition. The wing has 20% chord length 
trailing edge control surface. It is activated by piezo actuators described following section. 
Its deflection angle is detected by two incremental encoders, MTL EAS-12. Four laser 
triangulators, KEYENCE LK-500, detect heaving displacement and pitch angle at the 
support system. Two laser triangulators, KEYENCE LK-G500, detect them at the center in 
span of the wing model and these signals are used in a feed back system. End plates are 
placed at both tips of the wing. Piezo actuator systems are equipped in the plates. The 
chord length of the wing is 0.25 m and the span is 0.53 m. 
 
 
 

  

Figure 3: Wing model in the wind tunnel test section (left) and its profile (right) 

 

3  Piezo actuators 

Stack piezo actuators with stroke magnification systems are applied to activate the trailing 
edge control surface. The specifications of the stack piezo actuator are shown in Tab. 3. A 
stroke of the piezo actuator is magnified by about 10 times. Two piezo actuators with 
magnification systems form one pair as shown in Fig. 4. Two pairs of the systems are 
placed at both side ends of the wing model. Four actuator forces act on the control surface 
at the point 25.75 mm distant from the hinge line. An electric power of the piezo actuators is 
given through the amplifier which amplifies the input voltage by 30 times. Fig. 5 shows 
block diagram from input voltage to the control surface deflection. A piezo actuator has a 
hysteresis nature in its stroke against input voltage, resulting in the hysteresis of the control 
surface deflection as shown in Fig. 6. Voltage described as "Com" in Fig. 6 is shifted by 2.5 
V to feed the amplifier. Although a stroke of the magnification system and distance between 
the hinge and the force acting point result in only 3.0 deg deflection, Fig. 6 shows more than 
5 deg. Frequency response was obtained by giving sinusoidal command with a frequency 
sweep from 0.1 to 50 Hz. Fig. 7 shows open loop response from 𝑒  to 𝛿 . The magnitude 
is the ratio from input voltage to the control surface deflection in deg. Larger input brings 
larger gain response whereas the phase keeps the same response. Two bumps at around 
18 Hz and 24 Hz come from the elastic support system. The control surface deflection is 
regulated by PID controller expressed as follows. 
 

 PID 𝐾  (2) 

 
Coefficients taken as follows, gives almost flat frequency response. 
 

 𝐾 ,𝐾 ,𝐾 ,𝑇 0.5,0.5,0.5,1  (3) 
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PID controller is realized by a digital system with 1000 Hz sampling frequency. Lag time 
caused by sampling at frequency 𝑓  can be expressed by the first order Padé 
approximation as  
 

 𝑒 /  (4) 

 
Measured data showed phase delay was the half of Eq. (4), therefore the following delay 
model was adopted. 
 

  (5) 

 
An aeroservoelastic model is constructed of the control surface, heave and pitch models as 
shown in Fig. 8. Closed loop frequency response was measured in wind on/off condition. 
The flow condition is Mach 0.80 and stagnation pressure P0=150kPa. Target command 𝛿  
is 2 deg-pp sinusoidal signal swept in frequency. Fig. 9 shows the response from 𝑒  to 𝛿  
in the PID closed loop. Fig. 10 shows the response from 𝛿  to 𝛿 . As the frequency 
increases, the inertial force of the control surface reduces the amplitude of the deflection. A 
wind gives aerodynamic stiffness and mass, resulting also in the reduction of the amplitude. 
Final aeroservoelastic models from 𝛿  to ℎ and 𝛼 are estimated in the third order transfer 
function as shown in Fig. 11. The low order model exhibits a model error especially at 
heave response around 20 Hz. The advantage of the model is described in the control law 
synthesis section. 
 

Table 3 : Specification of stack piezo 
actuator 

Manufacturer Piezomechanik 
Type PSt 150/14/140 
max. tensile force approx. 1kN 
max. load 7kN 
max. force 7kN 
max. stroke 140μm 
length 149mm 
length of PZT 126mm 
capacitance 55μF 
stiffness 30 N/μm 
resonance 7 kHz 
poisson’s ratio 0.33 

 
 

 

Figure 4: Control surface activated by piezo 
actuators 
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Table 4: Specification of stroke magnification system (average) 

Manufacturer Mechano Transformer 
max. force 246 N 
max. stroke 1338 μm 
resonance 152 Hz 
weight 1244 g 

 
 
 

 

Figure 5: Block diagram from input 𝑒  of piezo actuators to the control surface 

 

 

Figure 6: Quasi-steady (0.1Hz) Open loop 
response of the control surface from 
𝑒 -2.5V (as “Com”) to 𝛿  (as “EncR”) 

 
 
 
 
 

 

 

Figure 7: Open loop frequency response 
𝛿 /𝑒  
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Figure 8: Aeroservoelastic model 

 
 

 

Figure 9: Piezo actuator system response 
𝛿 /𝑒  in PID closed loop 

 

 

Figure 10: Closed loop frequency response 
𝛿 /𝛿  at wind ON/OFF 

 

 

Figure 11: Final ASE mode ℎ/𝛿  (left) and 𝛼/𝛿  (right) 
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4  Control law 

Controller is synthesized by Normalized Left Coprime Factors (NLCF) approach which is 
one of 𝐻  method (Baldelli et al. 1995). In this method, the plant 𝐺 which is equal to Fig. 
8 is augmented with loop shaping functions 𝑊  and 𝑊  as shown in Fig. 12. Controller 𝐾  
is synthesized for the augmented plant 𝐺 𝑊 𝐺𝑊  to obtain final controller as 𝐾
𝑊𝐾𝑊 . A lower order plant makes it easy to find robust controller. Tab. 5 gives the 
parameters for the NLCF controller synthesis. Shaping function has no dynamics but 
constant value. In the output shaping function 𝑊 , a weight for heaving output is small. It is 
reasonable, because of the model error at heaving response. 𝜀  is 𝐻  norm of a 
permissible disturbance stabilized by a central controller of NLCF approach. 𝜀 is a kind of 
relaxed value to obtain the controller 𝐾 . The sixth order controller 𝐾  obtained by NLCF is 
reduced by the third order using Balanced Truncation Approximation (BTA). In the 
experiment, the controller did not work well, therefore a phase adjustment factor is 
introduced as shown in Fig. 13. For the phase shift function, Eq. (4) is applied with 
modifying as 
 

 𝑃  (6) 

where 𝑓 is obtained by 
 

 𝑓  (7) 

 
In this equation, 𝜑 is desired phase shift in deg at target frequency 𝑓 . Fig. 14 shows 
frequency responses of the controller 𝐾  and 𝑃𝐾 . 
 

 

 

Figure 12: Augmented plant 
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Figure 13: Final control system 

 

Table 5: Parameters for the controller synthesis 

𝑊  𝑊  𝜀  𝜀 

5 0.1 0
0 1

 0.696 0.9𝜀  

 

 

Figure 14: Bode diagram of the controller (𝛿 /ℎ;left, 𝛿 /𝛼; right)  

 

5  Experimental result 

LCO boundary was detected by P0 sweep sequence in the wind tunnel test (Fig. 15). In the 
sequence, total pressure P0 was increased at 2 kPa/s with constant Mach number. A 
bottom of the transonic dip is at around Mach 0.80. Control effect with phase shift was 
investigated as shown in Fig. 16. The controller needs about 50 deg phase delay. The 
reason is not cleared yet. The controller effectively works within 10 deg around the center. 
Fig. 17 shows the heave and pitch response with and without the controller. The controller 
is shifted 55 deg in this case. An amplitude of the control surface deflection is sufficiently 
small comparing to the actuator capability while it suppresses the LCO as shown in Tab. 6. 
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Figure 15: LCO boundary 

 

 

Figure 16: Phase shift and control effect 

 

Figure 17: Heave and pitch response with 
control ON/OFF 

 

 
 

Table 6: Control surface amplitude in case 
of Fig. 17 Control ON 

𝑉  m/s  𝛿  deg  

338 0.17 

346 0.78 

 
 

6  Conclusions  

Active control was applied to the two-dimensional aeroelastic wing system and successfully 
increased the LCO speed (EAS) by 16% in a transonic regime. The experiment is 
summarized as follows. 
 

 The stroke magnification system of the stack piezo actuator effectively rotates 
the control surface. 

 Inner loop with PID controller works well for the piezo actuator system which 
has hysteresis from input voltage to a stroke. 

 Lower order mathematical model of an aeroservoelastic system is desirable 
for a controller design. 

 The phase range for the effective controller is about only 10 deg. 
 An amplitude of the control surface deflection was about 0.2 deg while the 

controller effectively suppressed the LCO. It is sufficiently small comparing to 
the actuator capability. 
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Recent works have shown that compliant walls bear the potential to mitigate the amplifica-
tion of Tollmien-Schlichting waves in the Blasius boundary layer, thus opening a possibility to
delay transition to turbulence. However, the coupling of an elastic coating with the boundary
layer flow may trigger so-called travelling wave flutter modes, which may actually defeat the
purpose of stabilizing the boundary layer. Besides, the very choice of an elastic patch with given
material properties imposes constraints on the interface deformation that necessarily limit the
efficiency of the stabilization of the TS waves.

In this work, we relax all constraints on the wall deformation, and we derive a new for-
mulation to look for the deformation that would minimize the maximum amplification gain.
We investigate this matter numerically using an exact linearization of the Arbitrary-Lagrangian-
Eulerian equations1. We show that the minimum value found for the maximum gain after
optimization of the deformation is much lower than the gain computed with a passive elastic
coating. We further show that the optimal wall deformation differs substantially from that
obtained with a passive elastic coating.

Figure 1 – Left: gain of the resolvant operator (black: no control, magenta: compliant coating,
blue: optimal wall deformation. Right: comparison between the compliant coating interface
deformation (left column) with the optimal deformation (right column).

1 Pfister, J.L., Marquet, O., & Carini, M. (2019). Linear stability analysis of strongly coupled fluid-
structure problems with the Arbitrary-Lagrangian-Eulerian method. Computer Methods in Applied
Mechanics and Engineering, 355, 663-689.
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Passive control 

 

Aeroelasticity has always been a determining factor in aircraft design as it can threaten 

the structural integrity of the aircraft and, therefore, must be considered when defining the 

flight envelope. Recently, there have been developments, such as the use of more flexible 

materials and higher aspect ratio wings, which improve the aerodynamic efficiency of wings 

but they enhance the fluid structure interaction. 

 In order to avoid resonance in certain structures such as suspension bridges, 

nonlinear oscillators such as nonlinear energy sinks (NES) are used. The objective of such 

secondary systems is to absorb energy from the main system and dissipate its vibrations. A 

NES consist of an added mass, a linear damping and a cubic stiffness. The case of wing 

flutter is more complex than structural resonance since the wings mode’s frequencies change 

with wind speed. The advantage of NESs over other linear tuned mass dampers is that they 

are efficient at a broadband frequency if they are correctly dimensioned. 

With the objective of controlling passively a wing with a NES for minimum added mass 

and broadband frequency efficiency, the objective of this study is to equip a wing flap as a 

NES (figure 1). The use of a flap is advantageous as the structure is modified to the minimum 

and also that there is zero added mass in the system. The placement of the NES at the wing 

tip ensures its use inflow meaning that its natural frequencies will change with changing wind 

speed similarly to the rest of the wing structure.  

 

 

Figure 1: Configuration of wing with NES with zero added mass 

 

The experimental campaign carried out on a 2D rigid wing with 3 DOFs has shown an 

amplitude reduction in the LCO’s heave and pitch DOFs of up to 50% by using the flap-NES 

with respect to using a linear aileron configuration.  
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Abstract  

A cable transportation system is being planned for an urban environment, requiring the use 

of slender tapered rectangular pylons. 

The initial design process using Eurocode 1991-1-4:2005 identified a risk of vortex 

shedding excitation, excluding galloping risk with respect to the first natural frequencies of 

bending modes.  We carried out wind tunnel tests on a rigid model reproducing the last 

15m of the pylon, at a scale 1/10. 

We mounted this rigid model horizontally in the wind tunnel in a grid turbulent flow, 

suspended on springs to reproduce bending modes and rotated the model about its axis to 

study various incidences of oncoming wind. Vortex shedding was observed for low wind 

speed close to 13m/s. Various shape improvements have been tested. 

Keyword: rectangular cylinder, vortex shedding, stall flutter, damping. 

1  Introduction  

Cable cars have been particularly popular in the last decade for public transportation in 

dense urban areas. Among their various advantages, installation in an existing environment 

does not require huge civil engineering work and reduces expropriations, whilst 

maintenance and operation costs seem to be very competitive compared to other mass 

transport systems. Medellín, Constantine, La Paz, Singapore, Cali, Hong Kong, London, 

Ankara and Nizhny Novgorod are some cities that introduced gondola traffic. 

 

Figure 1: cable transportation system in Medellin, with circular section pylon 
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Because gondolas are suspended on cables high above existing buildings, trees and 

ground transport systems, high rise supporting poles are required. If cable cars are subject 

to aerodynamic loads, their operation can be stopped in case of strong winds. Conversely, 

the framework composed of pylons and cables must resist the strongest winds events. 

Pylons are usually made of circular section tubes, tapered from the ground. In such cases 

there is no reported problem with aerodynamic stability of the pylons. However in a recent 

project the architect specified tapered rectangular section pylons which could be prone to 

vortex shedding, based upon the Eurocode’s rules. The same code indicates that galloping 

might not be a problem in the range of wind speed encountered on site, but it is well known 

that vortex shedding and galloping can have strong interdependence on such rectangular 

shape profiles (Parkinson 1981). 

A first question to answer was the strength of excitation with a rectangular shape which is 

evolutive with height. A second input was the possibility to mitigate this excitation by 

changing the outside shape of the pylon, and finally check if such change was acceptable 

for the architect. Increasing structural damping was also a possible option. 

2  Wind tunnel test conditions 

The project includes five pylons, the heights of which range from 30m to 70m. Only the two 

highest poles present a strong risk of excitation, due to their lower natural bending 

frequencies. Resulting from the rectangular shape there are two orthogonal directions for 

the first two bending modes. 

         

Figure 2: Planned pylons (left) and model in wind tunnel (right) 

The pylons are hollow, made from steel and assembled by welding, which minimizes their 

mass and their damping ratio, leading to Scruton number values as low as Sc=7.7 for the 

first mode at 0.73Hz and Sc=10 for second mode at 0.85Hz in the case of the 70m high 
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structure. The total mass of this highest pylon is 340t. 

The choice was made to reproduce only the top part of the pylon, which is subject to the 

strongest and the most uniform wind and also the main origin of aeroelastic force, by its 

large amplitude of oscillation. The scale of the model was fixed at 1/10, allowing to 

represent the top 15m of the core of the pylon with a 1.5m long model, the very top part of 

the pylon composed of four diverging and curved mast being not represented in the model. 

The generalized mass of the two first bending modes of the highest pylon was not precisely 

known: the linear mass of the top part of the pylon, 2.45t/m, was reproduced on the wind 

tunnel model at the scale 1/10 with a value of 24.5 kg/m. The model was built using 15mm 

thick plywood and additional metallic weights were fixed inside to reach the right mass. 

Wind tunnel tests were performed with two mass conditions : a model lighter than the real 

pylon with a mass of 17.1kg and a model with the same mass as the real pylon weighing 

37kg. The flow is slightly turbulent (Iu=4%) with a grid mounted upstream. 

All pylons of this project are tapered with similar shape on their top part. Our model was an 

evolving rectangular shape, from 331mm x 250mm at one end corresponding to the lower 

part in reality to 246mm x156mm at the other end corresponding the top of the core in 

reality. It was mounted horizontally in the wind tunnel between two end walls with a 3mm 

gap and suspended from springs letting it freely vibrate at frequency of 4.83Hz for the light 

model and 3.06Hz for the heavy model. It has sharp edges. It was rotated around its 

horizontal axis to reproduce the various directions of oncoming wind in real installation. 

 

 

 

 

 

 

 

Figure 3 : Dimensions of the model  

The model was suspended from springs allowing a structural damping as low as 0.05% of 

critical. Tests have been performed with this low damping value and with other damping 

ratios, 0.18%, 0.32%, 0.48%, 0.6%, 0.8%, 1.3%, 1.8%, 2%, 2.4%, 4.5% and 8% of critical. 

3  Vibrations in initial shape and attempts to reduce it by shape improvement 

331mm 

250mm

mm 

1500mm

mm 

246mm

mm 

156mm

mm 

Wind 0° 
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In its initial shape the model was tested for wind directions ranging from 0° (direction 

perpendicular to the ropeway) to 90° (wind in the direction of the ropeway). For wind 

direction 0° the application of Eurocode’s rules gives a Strouhal number of 0.12, leading to 

a prediction of critical velocity ranging from 20m/s at the largest dimension to 15m/s at the 

smallest one. For wind incidence 90° the ratio of height to depth of the rectangular shape 

leads to Strouhal number values from 0.10 at one end to 0.085 at other end, meaning the 

critical velocity could be assumed to lie between 18m/s and 13m/s. Accordingly the 

prediction of the critical velocity regarding vortex shedding of this tapered structure is not 

straightforward. Figure 4 presents results obtained from the wind tunnel tests, showing 

critical wind speeds smaller than predicted ones and vanishing of the vortex shedding 

excitation for wind incidence far from 0°, 90° and 45°. Wind incidences close to 0° show the 

same behavior as for the null incidence, which means in this direction the problem is much 

more pronounced that for incidence 90° or 45° where the critical incidence area is narrow.  

Figure 4 : Critical wind speed versus wind incidence for the model in its initial shape  

Figure 5 : Amplitude of vibration at full scale versus wind speed at full scale for initial shape 

It can be seen from figure 5 that the sudden increase in vibration amplitude when the vortex 

shedding appears is similar for incidences close to 0° and incidence 45°. On the contrary, 
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tests performed with higher damping ratios showed the instability observed at incidence 90° 

with low damping vanished when damping was increased. At intermediate incidences 

vortex shedding excitation exists but does not lead to large amplitude vibrations. 

The initial shape of the pylon was modified by addition of several devices to reduce the 

amplitude of the vortex shedding. None of them proved to be efficient enough to supress 

vibrations at any wind incidence, when associated with a “nominal” damping ratio of 32% of 

critical. 

 Figure 6 : First shape modification by addition of vanes in the corners  

Figure 7 : Result of first shape modification by addition of vanes in the corners 

The first shape improvement to be tested was the addition of round vanes at the corners of 

the rectangular shape (figure 6). This kind of device is used, for bridge decks for instance, 

to reduce distortion of stream lines and consequently reduce vortex shedding. It is efficient 

when the wind is not changing in mean incidence (horizontal flow aligned with the deck), 

but here, with a vertically standing pylon, the wind can be coming from any direction. This 

device is efficient for wind directions close to 0° and 90°, but it does not completely remove 

vortex shedding excitation for incidence 45°. In this case a vibration amplitude larger than 

10cm is observed.  
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Figure 8 : Various shape improvement tested 
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Many other kinds of shape change are tested with the aim of introducing parasitic vortices, 

which could be efficient in disorganizing the wake. When such added devices have a 

dimension 1/10th of the side of the pylon, they do not provide any change in the vortex 

shedding excitation. When their size is increased to 1/4 of the side of the pylon they act on 

the critical wind speed, increasing it by 20%. With plates with a dimension one half of 

pylon’s side located on two faces in a staggered arrangement there is no complete 

extinction of the vortex shedding excitation. Plates located in the middle of the four sides 

proved to be more effective but for some wind directions the model was still prone to 

excitation. The only shape improvement (Improved shape #18) that was really efficient in 

suppressing vortex shedding was a random arrangement of blocs of various dimensions.  

Figure 9 : Model vibrations observed with improved shape #18 

A regular arrangement of vortex generators sometimes proved to be unstable, dramatically 

reducing the critical wind speed of galloping. The combination of corner vanes with 

turbulence generators located in the middle of faces of the rectangle also gives satisfactory 

results, whatever the wind direction. In this case the drag coefficient increase did not cause 

additional issues because the resistance of pylons to lateral loads is very high. But no one 

of these shape changes was accepted by the architect, due to their strong visual impact. 

4  Vibration control by increasing structural damping  

The only solution considered efficient to suppress vortex shedding excitation and increase 

the critical wind speed for galloping without changing the shape of the pylon is to increase 

the structural damping of the first bending modes. 

To this end a series of tests was performed with the model at incidences 0°, 45° and 90°. 

Stability was easily attained at incidence 45° with a structural damping of 0.48% of critical. 

At incidence 90° a damping ratio of 1.3% of critical was necessary to reduce the amplitude 

of vortex shedding excitation. At incidence 0° the amplitude of excitation was so strong that 

the maximum could not be measured for damping ratios smaller than 1.3% of critical. With 

a damping ratio larger than 1.8% of critical it was possible to measure the maximum 

amplitude and follow it’s decrease when the structural damping was increased at incidence 

0°. Even with a very large value of damping ratio the excitation did not completely vanish, 

indicating that the instability in this case is very strong. 
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Table 1 : Amplitude at full scale for high damping ratios 

Figure 10 : Vibration amplitude RMS for damping ratio 8% for a range of incidences 

Figure 11 : Evolution of RMS of vibration amplitude at incidence 0°, with damping ratio 

0.48% of critical on the left and damping ratio 1.30% of critical on the right. 
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Figure 12 : Evolution of RMS of vibration amplitude at incidence 0°, with damping ratio 

1.80% of critical on the left and damping ratio 2.0% of critical on the right. 

Figure 13 : Evolution of RMS of vibration amplitude at incidence 0°, with damping ratio 

4.5% of critical on the left and damping ratio 8% of critical on the right. 

The comparison of vibration amplitude at various damping ratios with an objective criteria 

used in cable transport world, which is a limit of top deflection to 1/300th of the height, fixed 

the choice of a minimum structural damping ratio of 2.4% of critical. In this approach the 

effect of vertical mean wind speed gradient and the effect of real wind turbulence were not 

taken into account, assuming the influence of both parameters would have been favorable 

for stability. 

This high level of structural damping was obtained in the real project with additional Tuned 

Mass Dampers (TMDs). 

5  Conclusions  

In the case of high rectangular pylons it is difficult to suppress aeroelastic excitations by 

common countermeasures such as corner vanes, because their efficiency is demonstrated 

only for some specific wind directions, whereas for a vertical standing structure strong wind 

could potentially come from any direction. Changing the pylon’s shape by addition of vortex 

generators with the aim of disorganizing the vortex shedding phenomenon yields to strong 
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visual impact, which was not accepted by stakeholders. Increasing the damping is finally an 

effective solution that can be achieved by mean of tuned mass dampers, at reasonable cost 

and with very small visual impact. But in the case presented here of a rectangular tapered 

shape, the excitation by vortex shedding is very strong and even with a large increase in the 

structural damping the aeroelastic excitation is not completely suppressed. The design of 

the TMD system must be precise and it’s commissioning done with care, taking into 

account the real mode shape, real mode frequency and real modal structural damping. 
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The long-span suspension bridge is sensitive to the external loading, for instance, the 

earthquake, vehicular loads, wind and wind-rain jointing loadings, which is should be 

considered at the design phase. In the particle engineering, the wind-induced vibration occurs 

frequently on the girder and the bridge attachments. In 1997s, the vortex-induced vibrations 

(VIVs) have been found at the incoming velocity of approximately 5-10m/s on the Great Belt 

suspension Bridge during its deck-erection phase [1]. Therefore more and more researchers 

pay more attention on VIV mechanisms and controls of long-span Bridge. 

 

 

 
(b) Case I 

 
(c) Case II 

 

(a) Experiment setup (d) Case III 

 
(e) Section drawing 

Figure 1: Experiment setup and layout chart of slits, unit: mm. 

 

In this paper, we design a new control method, i.e., self-issuing jets, on the girder to 

change the flow field around the structure. The control effect on the VIVs is investigated 

through Particle Image Velocimetry instruments (PIV). The result shows that this method could 

supress the response and decrease the length of the lock-in region, the shedding vortices is 

weaken by passive jets. At aspect of wake flow-field, the secondary instability was triggered 

by the interval arranged jets. The Mode-B stream-wise vortices were found at the span-wise 

laser plane along the tailing edge of bridge model. The flutter stability of the bridge with self-

issuing jets was also be investigated and the critical velocity was less badly affected. 

 

 

1. Larsen, A., Esdahl, S., Andersen, J.E., Vejrum, T. (2000). Storebbælt suspension bridge vortex 

shedding excitation and mitigation by guide vanes. Journal of Winds Engineering and Industrial 

Aerodynamics, 88(2), 283-296. 
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Abstract
Flutter is a dynamic phenomenon that may cause catastrophic failure in aircraft structural in-
tegrity. It is typically investigated when designing an aerial vehicle to ensure that is free of
this instability within the flight envelope. However, active controllers have been investigated by
the scientific community mainly due to the use of new materials employed to develop lighter
and higher performance systems. In this context, this article investigates the combination of a
magnetorheological damper with a Linear Matrix Inequality-based controller to design a semi-
active control system. It is is used to model the flow around the three degrees of freedom airfoil
Unsteady aerodynamics formulation of Theodorsen. The Clipped Optimal approach is used to
turn on/off the controller and a control gain is used to compute the electrical voltage to be
applied on the magnetorheological device. The results show that this approach is a convenient
strategy for designing semi-active controllers for flutter suppression.

Keyword: Flutter Suppression, Magnetorheological Damper, Clipped Optimal, Linear Matrix
Inequality.

1 Introduction

“Flutter” is an unstable self-excited oscillatory phenomenon in which aerodynamic forces and
structural characteristics of a flexible system generate increasing amplitude over time in a
particular flight condition (Bisplinghoff et al. 1996, Wright & Cooper 2007). It is carefully
investigated during new aerial vehicle development for designing safe flight aircraft, as required
by aeronautical certification agencies.

Different strategies can be employed for designing an aircraft flutter free. Typically, a
classical design considers mass addition and incremental stiffness to ensure a safe flight envelope.
However, the use of new type of materials, and the interest of designing more efficient, lighter
and higher performance systems, generates more flexible aircraft. In this context, the use of
active and semi-active controllers for flutter suppression has been widely investigated in the
literature, as described by Livne (2017).

Instead of using conventional actuators, a particular class of devices with rheological fluids
has been shown as a convenient option for different engineering applications due to its high
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capacity of energy dissipation and hysteresis behavior. Magnetorheological dampers (MRD)
are semi-active devices that provide energy dissipation through changing the resistance of the
fluid by turning it into a semi-solid as a function of the electrical current or electrical voltage,
inputs (Jansen & Dyke 2000). MRDs have been employed in different applications involving
vibration control, such as vehicle suspensions, bridges and buildings for seismic protection,
among others (Spencer Jr. et al. 1996, Dyke et al. 1998). However, there is a limited number
of works in literature investigating its use for flutter suppression.

In context, this work proposes the use of a magnetorheological damper combined with a
feedback-based algorithm to design a semi-active controller for flutter suppression. A controller
gain is computed by solving a Linear Matrix Inequality (LMI), which allows one to obtain a
control input proportional to the system’s state vector. Convex optimization is employed to
achieve the LMI feasibility. The Clipped Optimal approach proposed by Dyke et al. (1996), is
used to turn on and off the LMI controller. The control force is applied to the three degrees
of freedom airfoil by the MRD. The feedback control input is used to compute the electrical
voltage applied to the MRD to generate the dissipative force. The results show that this
combined approach provides an efficient strategy for designing a semi-active system for flutter
suppression.

2 Methodology

The aeroelastic equation of motion for the 3DOF airfoil illustrated in Fig. 1 is given by Eq.
(1), where, M is the mass matrix, B is the damping matrix, K is the stiffness matrix, u(t) =
{h(t) θ(t) β(t)}T is the displacement vector, q = 1

2
ρV 2 is the dynamic pressure, Q the

unsteady aerodynamic matrix defined by Theodorsen (1935) for each reduced frequency k = ωb
V
.

V is the airspeed, ρ is the air density and b is the semi chord, h(t) is the plunge, θ(t) is the
pitch and β(t) is the control surface rotation. Fmrd(t) is the MRD force vector.

Mü(t) + Bu̇(t) +Ku(t) + Fmrd(t) = qQ(k)u(t) (1)

-β(t)

kβ
+x

c.a.
c.e.

CS c.e. CS c.g.

c.g.
s.m.

V, ρ

kh fmrd

k θ

h(t)

+θ(t)

Figure 1: 3DOF system illustration

Theodorsen’s matrix Q(k) can not directly be written in the time domain to obtain the
system’s state space representation. Therefore, an approximation method can be used to
obtain it. In this work, the Least Square-based method proposed by Roger (1977) is used. The
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unsteady aerodynamic matrix is then rewritten by:

Qapp(s) = Q0 +Q1s

(
b

V

)
+Q2s

2

(
b

V

)2

+

nlag∑

j=1

Q(j+2)

(
s

s + V
b
γj

)
(2)

where the matrices Q0, Q1, Q2 and Qj+2, j = 1, ..., nlag are calculated using a Least Square
algorithm. Each j-th γj lag parameter is computed by an empirical equation (Eq. 3) proposed
by Chen (2000), which considers the maximum reduced frequency kmax and the desired number
nlag of lag terms defined by the analyst.

γj = 1, 7kmax

(
j

nlag + 1

)2

(3)

The state matrix space system representation of Eq. (1) is given by:

ẋ(t) = Ax(t) + BcFmrd(t) (4)

where A is the aeroelastic dynamic matrix, Bc = [MaB0 0]T is the input matrix, and x =
{u̇ u ua1 ... uanlag}T is the state vector, in which ua(j) is the j-th vector of lag states (see
Appendix A for details). B0 = {1 0 0}T , 0 is a matrix of zeros n(1 + nlag )× 1, and n is the
number of degrees of freedom.

The MRD force is described by Eq. (5), as discussed by Spencer Jr. et al. (1996). It is a
modification of the Bouc-Wen model (Spencer Jr. et al. 1996), which exhibits high adherence
to the experimental data, especially for hysteresis behavior observed in the force f hmrd(t). This
force is written in terms of the relative speed between the dampers end connectors. In this case,
it is assumed that the MRD force is connected to the airfoil in the plunge degree of freedom,
such that Fmrd = {f hmrd 0 0}T , and because of this connection, f hmrd depends on the plunge
velocity ḣ(t), i.e.,

f hmrd(t) = cmrd
1 ẏ(t) + kmrd

1 [h(t)− h0] (5)

where

ẏ(t) =
1(

cmrd
0 + cmrd

1

)
[
αmrdz(t) + cmrd

0 ḣ(t) + cmrd
0 (h(t)− y(t))

]

ż = −γmrd |ḣ(t)− ẏ(t)|z |z |N−1 − βmrd
[
ḣ(t)− ẏ(t)

]
|z |N + Amrd

[
ḣ(t)− ẏ(t)

]

where z(t) is defined as an evolutionary variable, y(t) is an internal displacement, α is the
stiffness of the damping force associated with the variable z , k0 and k1 are the stiffness springs,
c0 and c1 are the viscous damping coefficients, h0 is the initial plunge displacement. β, γ, A
and N are hysteresis control parameters.

The MRD force is changed by applying electrical voltage E ; the influence of E on the
MRD force is introduced by changing the parameters αmrd , cmrd

1 and cmrd
0 using the following

polynomial equations (Spencer Jr. et al. 1996):

αmrd = αa + αbuBW
cmrd
1 = c1a + c1buBW
cmrd
0 = c0a + c0buBW

u̇BW = −η(uBW − E )

(6)
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where uBW , c1b, c0b and η are adjustable parameters (Spencer Jr. et al. 1996).
To design the controller, the MRD force fmrd is initially replaced by a classical feedback

control force fc given by
fc(t) = −Gx(t) (7)

where the matrix of gain G1×n(2+nlag ) is computed by solving the Lyapunov inequality

XAT − GT
x B

T
m + AX− BmGx < 0 (8)

for which G = GxX−1. This inequality is obtained by considering a negative derivative of the
Lyapunov closed-loop energy function VL = xTPx, where P = X−1, and details are found
in Bueno et al. (2014). After computing the gain G, the force fc is computed for each time
instant, and the MRD force is obtained according to the Clipped-Optimal control method
proposed by Dyke et al. (1996).

The Clipped-Optimal (CO) control method is used to compute the electrical voltage E for
its application to the MRD force as follows

E (t) = EmaxH{[fc(t)− fmrd(t)] fmrd(t)} (9)

where H(·) is the Heaviside step function, and Emax is a predefined maximum electrical voltage.
The idea behind the CO control is: if the MRD provides the desired optimal force, i.e., fmrd(t) =
fc(t), the electrical voltage E should remain at the present level. If the magnitude of the force
produced by the damper is smaller than the magnitude of the desired optimal force, and the
multiplication fmrd(t)fc(t) is positive, the electrical voltage applied to the magnetorheological
device is increased to the maximum level. Otherwise, the commanded voltage is set to zero
(Dyke et al. 1996).

3 Results and Discussions

The proposed approach is evaluated by considering the three DOF airfoil shown in Figure 1.
Its physical and geometrical properties are shown in table 1, Appendix A. The flutter speed is
calculated by solving the associated eigenvalue problem for the open loop system. The V -g -f
diagram is used to show the results. Figures 2 (a) and (b) show respectively the aeroelastic
frequencies f and damping ratios g variations with airspeeds, and a vertical line is used to
indicate the flutter speed (see Fig. 2 b). Flutter is defined by an unstable plunge mode for
Vf = 97, 8563 m/s.

The LMI-based controller gain is computed for two different cases. The first one corresponds
to the flutter condition, which considers a marginally stable dynamic system. The second case
comprises unstable condition defined at V = 100m/s (i.e., beyond the flutter speed) to evaluate
the MRD force needed to expand the flight envelope.

3.1 Marginally Stable System

Figures 3(a) and 3(b) show the airfoil time responses for the uncontrolled and controlled config-
urations when V = Vf . It is possible to note that the MRD suppresses the system’s oscillation.
As seen on Fig. 4, the system achieves its equilibrium condition quickly, in less than one second.
Figures 4(a) shows a comparison between the classical control force (computed by Eq. 7) and
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Figure 2: V-g-f Diagram for the Open Loop System.
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the controller force applied by the MRD (i.e., fmrd(t)) over time. They are of equivalent order
but different shapes during controller action. In addition, Figure 4(b) presents the electrical
voltage applied to the magnetorheological device (MRD) (see the parameters in Table 2, Ap-
pendix A). Note that the controller is switched “on” at the first time instant, then “off” for few
seconds, until it is switched “on” again (see the rectangular signal around 0.1 seconds).

Figure 3: Time responses for the uncontrolled and controlled system for V = Vf .
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3.2 Unstable System

The controller is designed for Vf < V = 100 m/s, which means that an incremental airspeed is
considered in comparison with respect to the flutter condition. Figure 5 shows the uncontrolled
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Figure 4: Classical and semi-active control forces and electrical voltage applied to the magne-
torheological device.
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(and unstable) plunge response which is suppressed by using the MRD. Note that for this
case, a second controller gain was computed also by solving the LMI-based problem. Figure 5
additionally shows the pitch θ and control surface β rotation over time, and it is thus observed
that the controller stabilizes the system. These results show that the hysteretic damping
provided by the MRD can properly dissipate the energy of motion during flight. Thus, its
suggests that this type of device is a good option for expanding the flight envelope.

Figure 5: Time responses for the uncontrolled and controlled systems for V > Vf .
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4 FINAL REMARKS

This article discussed an application of semi-active flutter suppression combining the use of a
magnetorheological damper (MRD) with a feedback controller. A convex optimization problem
was solved for computing a LMI-based gain, which allowed the design of a classical controller
using state feedback. However, instead of applying that classical force, it the Clipped-Optimal
approach was used to switch on/off the magnetorheological device by applying electrical voltage.
The controlled system’s responses were computed by considering the dissipative damper force
acting on its motion. Additionally, the CO approach was used to apply electrical voltage for
properly changing the MR dissipation characteristics.

The results showed that electrical voltage was applied on the MRD just for few seconds
due to its high capacity of dissipation. However, the controller’s performance was found to be
higher if this semi-active approach was considered (in comparison with the classical feedback
controller) once the system achieved the equilibrium condition with fewer oscillations. This
work demonstrated that semi-active controller designed by combining MR with LMI properties
can stabilize aeroelastic systems, thus, this controller was a good choice for flutter suppression.
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Appendix A) System Properties and Parameters

This appendix presents the physical and geometrical properties used to carry out the numerical
simulations. The airfoil matrices are also shown herein, and complementary information can be
found in Theodorsen (1935) and Bueno et al. (2014).

The airfoil properties are shown in Table 1, and Table 2 shows the parameters for the
magnetorheological damper.

Table 1: Three DOF typical section airfiol physical and geometric properties. See Theodorsen
(1935) for details.

Parameter Value
airfoil semi-chord b = 0.7 [m]
airfoil mass m = 20 [kg ]
plunge uncoupled frequency fh = 5.5 [Hz ]
pitch uncoupled frequency fθ = 11 [Hz ]
surface control (CS) uncoupled frequency fβ = 20 [Hz ]
elastic center (e.c.) measured from semi-chord (s.m.) a = −0.4
location of CS e.c. measured from s.m c = 0.6
center of gravity (c.g.) from e.c. xθ = 0.2
CS c.g coordinate from c.e xβ = 0.0125
airfoil radius of gyration referred a a r = (0.25)1/2

CS radius of gyration referred to the hinge a r = (0.00625)1/2

air density ρ = 1.225 [kg/m3]
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Table 2: MRD parameter.

Parameter Value
k1 5000 [N/m]
c0a 2100 [Ns/m]
c0b 350 [Ns/m]
αa 1.4× 104

αb 6.95× 104

η 190 [s−1]
N 2
x0 0.0

The dynamic matrix A and the matrices of aeroelastic mass Ma, damping Ba and stiffness
Ka are respectively given by

A =




−MaBa −MaKa qQ3 · · · qQ2+nlag

I 0 0 · · · 0
I 0 −V

b
γ1I · · · 0

...
... 0

. . . · · ·
I 0

... · · · −V
b
γnlag I




(10)

Ma = M− q
b2

V 2
Q2 (11)

Ba = B− q
b

V
Q1 (12)

Ka = K− qQ0 (13)

where I is the identity matrix n × n and 0 is a n × n square matrix of zeros. Each γj was
computed by Eq. (3) for nlag = 7.
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Passive alleviation of static and dynamic loads
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Abstract
Composite materials allow to tailor the material elastic properties in the structures. In aeroeasltic-
ity, this opens up the possibility to passively enhance the coupled aerostructural characteristics.
In this work, the design of a composite wing is addressed with the aim to alleviate static and
dynamic aeroelastic loads; these two objectives are quantified by the root-bending-moment in
a high load-factor condition and the deformation amplitude of the wing under gust. A two-
step approach of the optimal design of the structure is adopted. A Pareto front is computed
via an aeroelastic model of the wing; the aerodynamic loads are modelled, depending on the
load-case, either via the DLM or the RANS equations. The best-compromise design is chosen
via a criterion based on the jig-shape and, finally, the stacking-sequences are computed via a
specialised evolutionary algorithm.

Keywords: aeroelastic tailoring, passive load-alleviation, gust response, composite materials,
bi-objective optimisation.

1 Introduction

Aeroelastic-tailoring can be defined as “the embodiment of directional stiffness into an aircraft
structural design to control aeroelastic deformation, static or dynamic, in such a fashion as to
affect the aerodynamic and structural performance of that aircraft in a beneficial way” (Shirk
et al., 1986). The consolidation of composite material technologies spread even further the
design capabilities in this direction. Several studies have been dedicated to this topic in the
last decades (see Jutte and Stanford, 2014, for an extended and exhaustive review), each one
focusing on different aspects of the problem: optimisation to static loads (Dillinger, 2014),
blending constraints (Macquart et al., 2016; Bordogna et al., 2020), and gust response (Rajpal
et al., 2019), to cite some of the most recent developments.

This work aims to evaluate the potential of aeroelastic-tailoring by conceiving a composite
wing to be tested by means of wind-tunnel experiments, as a part of a larger project that sees
the collaboration of ONERA and DLR. The construction of two wind-tunnel demonstrators –
one for each institution – is previewed with the general objective to passively alleviate gust-loads.

The design of the ONERA model is here presented. After a brief introduction to the wing-
geometry, optimisation variables, and parameters (Section 2), the optimisation procedure and
the sizing load-cases are discussed (Section 3). The optimal design-points are presented in the
form of a Pareto-front and, between them, the final design is chosen (Section 4). Finally, the
stacking-sequence is computed (Section 5), leading to manufacturing.
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Table 1 – Materials’ properties.

E(1) E(2) ν(12) G ρ hply εt εc εs
(GPa) (GPa) (GPa) kg/m3 mm mε mε mε

ply 31.3 5.34 0.29 1.90 1727 0.17 30 20 20
foam 0.095 − 0.30 0.014 80

2 Geometry and structural parameters

The geometry is based on the Common Research Model (NASA CRM); the flight-shape used
in the model-design is obtained by scaling the CRM geometry to a root-to-tip span equal to
550 mm, resulting in a root chord and reference surface of approximately 248 mm and 729 cm2.

The structural configuration of the wing is given by two composite skins – upper and lower
–, filled by a polymeric foam; the simplicity of this configuration has been chosen to ease the
manufacturing process, due to the small size of the model. The material of choice for the wing-
skin is a glass-fiber/epoxy composite with a fiber volume-fraction equal to 0.39; a standard
low-density polymeric foam is instead adopted for the filling, see Table 1. The uni-directional
composite ply is considered as an orthotropic material with its first principal direction oriented
as the fibers; the thickness of a single ply is 0.17 mm and it can withstand deformations in
tension (εt), compression (εc), and shear (εs) up to 30 mε, 20 mε, and 20 mε respectively.

A finite-element (FE) model of the wing structure is created in NASTRAN (MSC Software,
2017) by discretising the composite-skins by quadrangular plate-elements and the internal foam
by hexahedral volume-elements. A clamp boundary-condition is considered at the root section.

2.1 Design variables and parameters

Laminated composite plates are obtained by stacking different composite plies that, in the gen-
eral framework, could have their own properties and thickness, as well as their own orientation.
For this study, a single prototype ply is considered and the different stacks will only differ by
the number and the orientation of the plies. The order in which the different plies are stacked
is called stacking-sequence, that drives the mechanical behaviour of the laminate-plate. The
latter can be locally expressed in the form of the constitutive law,

[
F
M

]
=

[
A B
B D

] [
ε
κ

]
(1)

where F and M are the local in-plane and bending loads applied to the composite stack and
ε and κ the local strains and curvatures of the plate (Tsai and Hahn, 1980). The relation
between load and deformation is given by the stiffness matrix. This can be divided in: (i)
A that describes the membrane behavior, i.e. the direct link between F and ε; (ii) D that
describes the bending behaviour, i.e. the direct link between M and κ; (iii) B that couples
the two behaviours. All these matrices are a function of the stacking sequence; in particular,
B = 0 when a symmetric stack is considered, as it is the case in this study.

The natural choice for the design variables would be the stacking-sequence itself. However,
this poses some technical challenges, namely an optimisation with an undetermined number
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Figure 1 – Wing-geometry and regions for the composite-optimisation.

of variables and a non-smooth description of the functions of interest. A solution to this is
given by the lamination parameters (Miki and Sugiyama, 1993), i.e. a parameterisation of the
stiffness matrix in Equation (1) that is based on the homogenisation of the composite stack.
The local properties of the material are hence described by the relations,

A = h
(
Γ0 + Γ1 ξ

A
1 + Γ2 ξ

A
2 + Γ3 ξ

A
3 + Γ4 ξ

A
4

)

D = h3

12

(
Γ0 + Γ1 ξ

D
1 + Γ2 ξ

D
2 + Γ3 ξ

D
3 + Γ4 ξ

D
4

) (2)

where ξA1,2,3,4 and ξD1,2,3,4 are the lamination parameters for the membrane stiffness-matrix A
and bending stiffness-matrix D, h is the total thickness of the laminate plate, and Γi are the
Tsai-Pagano material parameters of the composite ply (Tsai and Pagano, 1968).

The design variables are hence defined as the total thickness h and the 8 lamination param-
eters ξA1,2,3,4, ξD1,2,3,4; the homogenised properties of the laminated plate are considered uniform
in each of the 10 design-zones in Figure 1, resulting in a total of (1 + 8) × 10 = 90 design
variables. To ensure that the solutions are representative of actual laminates, compatibility
conditions have to be enforced between the membrane and the bending lamination parameters
as additional constraints to the optimisation (Diaconu and Sekine, 2004). Lower and upper
limits are enforced on the laminate thickness for manufacturing and geometrical reasons: the
total thickness h is hence bounded between 1.70 mm (10 plies) and 3.74 mm (22 plies).

3 Design procedure

The goal of the design is to alleviate the static and dynamic loads on the wing, while respecting
a prescribed flight-shape; this leads to specific choices on load-cases and optimisation strategy.

3.1 Load-cases and constraints

The considered load-cases span the typical sizing conditions for the aeronautic design (Table 2):
a nominal cruise, a high load-factor condition and the response to gusts of variable time-scale.
The asymptotic flow conditions are based on the ones expected in the wind-tunnel during the
experiments; the Mach number M is chosen to match the design condition for the CRM model
and the other quantities are computed based on the hypothesis of an isentropic flow. Similarly,
harmonic gusts are considered due to limitations of the experimental gust-generation apparatus.

The loads representing the cruise condition are based on high-fidelity simulations via the
in-house ONERA solver elsA (Cambier et al., 2013). The aerodynamic mean-flow is computed
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Table 2 – Load-cases and constraints for the design procedure.

cruise max-load gusts
type static static equiv. static

method RANS solver DLM + FE model DLM + FE model
(rigid flight-shape) (aeroelastic trim) (aeroelastic response)

flight conditions M = 0.85, q = 31.95 kPa, and U = 276 m/s
cL = 0.5 cL = 1.0 5 worst cases

Re ≈ 4× 104 ∆αg = 0.25◦

{fi}g = {40, ... , 120}Hz
constraints −εc/3 < εI ,II < εt/3 and εmax

s < εs/3

for the scaled CRM geometry of the wing, here taken as reference flight-shape and the angle-of-
attack of the wing have been tuned to match the typical cruise condition of a lift coefficient CL

equal to 0.5. The retrieved pressure field is interpolated on the structural model – more precisely
at the center of the plate-elements describing the composite skin – and, then, introduced as
a pressure-load (fcruise). The jig-shape of the wing is updated at each outer iteration of the
design loop in order to ensure that the flight-shape is met under the precomputed cruise loads,
see Algorithm 1.

The max-load case, instead, takes into account the aeroelastic behaviour of the wing in
the loads computation. The doublets-lattice-method (DLM) is used as a model for the wing
aerodynamic; a flat aerodynamic mesh is generated based on the form in plan of the wing and
coupled to the structural FE model via the native tools available in MSC NASTRAN. Thanks to
this aeroelastic model, the wing is trimmed, by acting on the angle of attack, to a lift coefficient
equal to 1.0; this CL value is chosen to represent a 2g -maneuver.

The same aeroelastic model is also used in the evaluation of the gust loads. These will be
taken into account in the optimisation procedure as equivalent-static-loads (Park, 2011); this
method allows to take into account dynamic load-cases as static loads, based on the a dynamic
simulation of the dynamic phenomenon of interest. In this work. harmonic gusts are considered:
Figures 2a and 2b report the fluctuations of the tip-displacement and the root-bending-moment
forced by an harmonic gust of frequency f = 75 Hz and amplitude ∆α = 0.25◦. From this
response, the time t̄ that maximises the tip displacement is chosen as sizing state; the full
displacement field x′(t̄) is retrieved and the resulting equivalent-static-loads f are computed via
the stiffness matrix of the complete structural model K as,

f = fcruise + K x′(t̄) (3)

where the precomputed cruise-loads fcruise are added to the fluctuation field. The forces thus
calculated return, in a static simulation, a displacement field that will reproduce the dynamically
computed gust response around the cruise condition. Only the gusts with the 5 largest tip-
displacements are retained for the optimisation procedure, as reported in Figure 2c, where it can
be also noticed the change in phase-shift between tip-displacement and root-bending-moment
when sliding in frequency.
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Figure 2 – Harmonic gust response and sizing conditions. (a-b) report the fluctuation of tip-
displacement and root-bending-moment for a gust at 75 Hz and amplitude ∆α = 0.25◦. The
time of maximum tip-displacement is chosen as sizing-condition (black-square). The black line
in (c) report the phase-diagram representation of the response in (a-b); the colored lines report
the same response for different gust frequencies. The squares indicate the retained sizing-cases.

Strain constraints are enforced; principal and maximal-shear strains are extracted at top and
bottom of each plate-element and limited by the values in Table 1, with a safety-factor 3.

3.2 Optimisation strategy

The optimisation loop is reported in Algorithm 1 for the general objective function J(p;π),
where p is the vector containing the design variables and π the one for the optimisation
parameters. At each step of the outer loop, the equivalent static loads are recomputed for the
retained gust-cases and fed to the MSC NASTRAN built-in optimiser; once the solution that
optimises the general cost function J has been found, the jig-shape is updated via the new
stiffness matrix. This loop is repeated N times; in the last M outer steps the thickness of the
laminate-plates is fixed to an integer multiple of 2 hply and only the lamination parameters are
optimised. This improves, at least from a thickness point-of-view, the feasibility of the identified
optimal-solution and it will facilitate the identification of the corresponding stacking-sequence.

The number of external steps N is set to 10, with M = 3 rounded-thickness iterations.

4 Pareto front

The choice of the cost function J drives the optimisation; since the aim is the alleviation of both
static and dynamic aeroelastic loads on the wing, a bi-objective strategy is pursued. On the
static side, the objective is to minimise the root-bending-moment for the max-load case and,
by this, to alleviate the structural loads when an off-cruise condition is encountered. On the
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Algorithm 1: Design loop when minimising the generic cost function J

for n← 0 to N − 1 do

Collect the equivalent-static-loads {f i}g for the harmonic gust cases {fi}g
forall fi ∈ {fi}g do

Solve the forced, aeroelastic problem
solve: M ẍ′ + (K(n) + Ka(fg ;M)) x′ = ∆αg Bg cos(fg t/2π) [sol 146]

Compute the equivalent static loads for the time of maximal tip-displacement
return f i ← fcruise + K(n) x′(t̄) [sol 101]

if n ≤ N −M then p := {{h, ξA1,2,3,4, ξD1,2,3,4}i} π := {Γ0, Γ1, Γ2, Γ3, Γ4}
else

Round the thickness to the closest integer multiple of 2hply
forall h ∈ {hi} do h← round (h/(2hply ) 2hply
Re-define the design variables to lamination parameters only
p := {{ξA1,2,3,4, ξD1,2,3,4}i} π := {{h}i , Γ0, Γ1, Γ2, Γ3, Γ4}

Composite material optimisation
minimise J(p;π) [sol 200]

p

loads and constraints: See Table 2 + compatibility conditions for ξ(·)i

Update jig-shape

x
(n+1)
jig ← xcruise −K(n+1)−1 fcruise [sol 101]

When NASTRAN is used in a step, the solution type is reported in squared brackets.

dynamic side, an ensemble measurement of the response to the harmonic gusts is considered:
this is quantified by the root-mean-squared of the tip-displacement on the retained gust-loads.

Figure 3 reports the Pareto front obtained for these two objective functions. As a first step,
the optimal-mass design is computed and used as a reference point (white square). Starting
from this solution, the boundaries for the two cost-functions of interest are calculated (vertical
and horizontal dashed lines) and, finally, the points that trace the Pareto front. The color-scale
indicates the distance in mass from the reference solution.

An ε-constrained method is used to identify these points (Haimes et al., 1971); this method
consists in a series of consecutive optimisations for one of the cost functions – in this case,
the gust response – while the other one – the root-bending-moment – is constrained to be
lower than a certain value. In this manner, the Pareto front can be covered by computing the
consecutive optimal points for the first (and free) objective, for increasing values of the second
(and constrained) one. So that this strategy works, the two cost-functions are required to be
antagonist to each other, condition that is verified for this choice of objective functions.

The jig-shape is computed as part of the optimisation procedure; Figure 4a shows how the
twist-angle along the span coordinate y changes for the different points of the Pareto front. The
distance between flight-shape and jig-shape is an indication of the overall flexibility of the wing,
the larger the distance the more flexible the structure. Stiffer solutions are also heavier, and
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Figure 3 – Pareto front. The color-scale report the mass penalty with respect to the optimal-
mass solution, here in white. The light-blue contoured point is the selected design-point, while
the light-blue square reports the performance of the retrieved stacking-sequence (see Section 5
and Figure 7). The optimal limits for the two cost functions are reported by the shaded areas.
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Figure 4 – Design-point criterion. The jig-shape twist is reported in (a) for each point of the
Pareto-front in Figure 3. Squares and error-bars in (b) report the twist at the wing-tip and
twist-range, as a function of the root-bending-moment.

they are characterised by a larger root-bending-moment; as the flexibility increases, the wing
becomes lighter, the root-bending-moment decreases at the cost of an increased gust-response.

4.1 Design-point

In a bi-objective optimisation, the definition of an unique design-point requires to arbitrarily pick
a best compromise between the two objectives of the Pareto front; in this work, the jig-shape
is considered as a criterion for this choice. Figure 4b resumes the information in Figure 4a and
shows the twist at the wing-tip and the span-wise twist-range as a function of the root-bending-
moment. The flattest jig-shape – i.e. the one with the most limited variation of twist angle –
can be identified and chosen as the final design-point, light-blue square in Figures 3 and 4b.

The value of the design variables at chosen design-point are visualised in Figure 5; the color-
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Figure 5 – Design point. The design variables – thickness and composite properties – are
reported; the material properties are represented via the polar-plot of the engineering modulus,
in red for the membrane-stiffness (A tensor) and in blue for the flexion one (D tensor).

scale reports the local thickness of the laminate plate, while the polar-plots are a representation
of the in-plane anisotropy of the constitutive law, i.e. how the stiffness of the base-ply is
redistributed by the lamination parameters. This visualisation reports the engineering modulus,

E (θ) =
1

T(θ)−1A−1T(θ)
(4)

where θ is the polar angle, A is the membrane tensor, and T(θ) is the rotation operator for the
deformation vector ε (Dillinger, 2014); the red lines report the engineering modulus, while the
blue ones a corresponding quantity computed for the flexion tensor D. The overall membrane-
stiffness is oriented as the wing sweep; the misalignment occurs either for the flexion tensor or
for marginal redistributions of the membrane-stiffness in the root region.

A further insight in the design process can be given by the constraints, since different wing
regions are sized by different load-cases; Figure 6 shows, for each element, which load-case
pushes the evaluated strains the closest to the constraint boundary. Two load cases rise from
this analysis; the max-load that sizes the root-to-kink region and the 75 Hz gust that interests
the rest of the wing. The first one only activates the constraints in a few elements in the kink
region. The second one, instead, affects the tip region, but with a constraint far from being
activated; this is due to the imposed technological limit of a minimum of 10 plies that clearly
oversizes the structure for strain constraint. It has to be noticed that this analysis returns only
a view on the sizing by strain-constraint and it does not allow an insight of the role played by
the load-cases in the objective-functions, of a more global nature.

5 Towards manufacturing

Up to this point, the constitutive law describing the laminate plates have been described via
the lamination parameters, as introduced in Section 2.1. This description allows for an easier
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Figure 6 – Sizing load-cases. The color shows, for each element of the model, the load case that
pushes the strains the closest to the failure envelope. The saturation indicates the proximity
to the boundary; if the constraint is active – i.e. it is on the boundary within a normalised
constraint value of 5× 10−3 – the element is colored in magenta.

implementation of the optimisation algorithm but, on the other hand, it does not give the
information needed to manufacture the laminate-plate; the stacking-sequence has thus to be
recovered from the homogenised description by the lamination parameters. This task – called
inverse problem – is a crucial point of the design procedure and, most importantly, its solution
could be not unique (see for instance Vannucci and Verchery (2001)).

The inverse problem is here solved by a second optimisation via a specialised evolutionary
algorithm based on the work by Irisarri et al. (2014); Figure 7 shows the identified stacking-
sequence for the upper and lower skin; the gap between the design-point (dashed lines) and the
retrieved stacking-sequence (solid lines) is minimised but it is still present. This is mainly due to
the manufacturing constraints taken into account in the optimization: (i) ply angles are allowed
to take value in the set {−60,−45, ..., 90} and the ply thickness is fixed, which defines a discrete
sampling of the design space; (ii) ply-continuity, or blending, is imposed between the regions
in order to avoid strength-related issues. This significantly reduces the design space of the
discrete optimization with respect to the design space of the continuous optimization. Indeed,
all laminates are coupled due to the ply-continuity constraints, whereas they are assumed to
be independent in the continuous optimization. Recent studies investigated the possibility of
taking into account the blending problem by introducing additional constraints already at the
stage of the lamination-parameter optimisation (e.g. Bordogna et al., 2020).

Lastly, the performance registered by the identified stacking-sequence are reported on the
Pareto front in Figure 3 by the red square; the root-bending-moment at max-load is higher as
the gust response but it places in the vicinity of the design-point. All the strain constraints are
satisfied and the wing results flutter-stable up to Mach 0.95 by a FEM-DLM analysis.
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Figure 7 – Stacking-sequence for the upper (left) and the lower (right) skin. The bottom part
of the figure shows, for the membrane and flexion tensors A and D, the deviation between the
material properties prescribed by the continuous optimisation (dashed lines) and the properties
for the retrieved stacking-sequence (solid lines).

6 Conclusions

A composite wing is successfully designed to alleviate static and dynamic aeroelastic loads. The
structure is built from two composite-skins each divided in 5 design-regions, where thickness and
laminate properties – parameterised via the lamination-parameters formalism – are optimised.

A bi-objective optimisation is performed; based on the performance in a high-load condition
and in gust. The optimisation process takes into account 7 load-cases; the nominal cruise, the
high-load condition, and 5 load-cases representing the response to harmonic gusts with different
frequencies. Among the multiple optimal-designs identified in the form of a Pareto front, the
final design-point is chosen via a criterion on the jig-shape.

As the final step of a bi-step design-strategy, the stacking-sequences are retrieved for the
identified design-point via a specialised evolutionary algorithm. The performance and con-
straints of the discrete, manufacturable solution are verified and compared with the continuous
optimum. The here-presented design is currently being manufactured at DLR. Wind-tunnel
experiments will take place at ONERA in summer 2020 to validate its performance against the
numerical simulations.
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Marine lifting surfaces may undergo flow-induced vibrations due to fluid sources of 

excitation that may be random (the turbulent incoming flow) or tonal (the trailing edge vortex 

shedding). Both type of flow-induced vibrations lead to shorter life cycles due to structural 

fatigue. Vortex-induced vibrations are also critical to the acoustic performances, since it may 

result in the phenomenon of hydrofoil singing. As such, this work investigates the potential of 

the electromechanical coupling inherent to piezoelectric materials for passive vibration 

damping of a simple hydrofoil subjected to von Kármán vortex shedding from its trailing edge. 

The hydrofoil is equipped with piezoelectric ceramics connected to a passive inductor in order 

to act as a piezoelectric resonant shunt.  

Hydrodynamic tests have been performed in the IRENav water tunnel for various 

Reynolds numbers. It shows a significant lock-in phenomenon between the von Kármán 

vortex shedding and the first torsional mode (Fig. 1). Passive control strategies, using the 

piezoelectric resonant shunt device, have been tested. An analytical electro-hydroelastic 

model is also used to better understand and optimize the control strategy.  

 

  

Figure 1: Spectrogram of the hydrofoil tip-velocity as a function of the Reynolds number 
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Topology Optimization of Control Surface with Aeroelastic Effect
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Structure weight reduction is becoming more and more important in modern aircraft de-
sign. At present aircraft design is mainly based on experience to arrange the beam and rib
position of the control surface, the shape and size of the structure is subject to the traditional
manufacturing technology1. Recently, with the development of additive manufacturing (AM)
technology, 3D printing technology has been able to achieve the rapid manufacturing of complex
3D structures. It is possible to achieve the control surface structure optimization and complete
the manufacturing based on the topology optimization method2.

A method based on topology optimization to reduce the weight of high-speed control surface
is introduced in this paper. The loads of air vehicle is the fundamental element considered to
design structure of air vehicle. Aerodynamic loads were obtained using CFD/CSD numerical
simulation method. For the calculation strategy, loose-coupling strategy was adopted to solve
the aerodynamic load under the static aeroelastic deformation of a wing with a large chord
ratio3 and Fluid dynamics and structural equation are solved respectively. The solution of the
control equation of flow field is based on the conserved three-dimensional compressible integral
N-S equation described by ALE (arbitrary Lagrangian-Eulerian). Commercial finite element
solvers were used to solve the structure response. The RBF (Radial basis function) method was
adopted to interpolate between fluid and structure mesh4. For the numerical simulation, the
mesh used in CFD simulation is shown in Fig.1 and the pressure distribution of control surface
calculated using CFD simulation are shown in Fig.2.

Figure 1: Mesh used in CFD simulation.

In the topological optimization part, flight aerodynamic load boundary conditions are ap-
plied on the control surface and structural weight reduction as the optimize the constraint
and the minimum compliance as the optimization goal. The control surface of high-speed air
vehicle is shown in Fig.3. Compared with the solid control surface, the optimal constraint is
to reduce the weight by 30%, and the optimization target is to minimize the overall flexibil-
ity (maximum stiffness). The optimization results are shown in figure 4. The results showed
that the optimization greatly reduced the weight of the structure. After that, the optimized
structure is verified meeting the stiffness requirements under aerodynamic loading using finite
element method. Finally, the optimized structure was printed with photosensitive resin material
as shown in Fig.5.
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Figure 2: Pressure distribution of the high-speed control surface.

Figure 3: Shape of high-speed air vehicle control surface.

Figure 4: Result of topology optimization.
Figure 5: 3D print of topology optimization
structure.

1 Krog, L., Tucker, A., Rollema, G., and Boyd, R. Topology Optimization of Aircraft Wing Box Ribs[C],
Proceedings of the Altair Technology Conference, Airbus UK Ltd Advance Numerical Simulations Department,
Troy, MI, 2004.
2 Haris HameedMian,GangWang, Zheng-YinYe. Numerical investigation of structural geometric nonlinearity
effect in high-aspect-ratio wing using CFD/CSD coupled approach[J]. Journal of Fluids and Structures, 2014,
49,186-201.
3Guo li,Lv jinan,Ji chen,Liuzqiang,Identification of flutter boundary for a hypersonic vehicle wing as X-15 by
experiment and numerical simulation[C]. AIAA paper 2017-2237.
4 Tsai H, F. Wong A, Cai J, et al. Unsteady flow calculations with a parallel multi-block moving mesh
algorithm[J]. AIAA journal, 2001, 39 (6): 1021-1029.

485



Second International Symposium on Flutter and its Application, 2020

486



Flutter (fundamentals)

487



Second International Symposium on Flutter and its Application, 2020

A new divergence mechanism

Vasily Vedeneev

Lomonosov Moscow State University, Moscow, Russia, vasily@vedeneev.ru

Abstract
There are two types of aeroelastic instabilities, divergence and flutter. A general divergence
mechanism described in textbooks consists of decrease of one of natural frequencies down to zero
due to negative aerodynamic stiffness, coalescence with its paired frequency, and transformation
to one damped and one growing frequency. Most examples of this mechanism use quasi-steady
aerodynamics, which, at first sight, is suitable for divergence analysis due to its static nature.

In this study we show that when using unsteady aerodynamics, the analytical structure of
eigenfrequencies essentially changes; namely, no frequency coalescence occurs, but eigenfre-
quencies become damped. The divergence mode is not a continuation of a natural mode, but
separates from a continuos spectrum that exists in the aeroelastic system due to the wake
behind the wing when unsteady aerodynamics is used, but is absent in quasi-steady case.

Keyword: divergence, unsteady aerodynamics

1 Introduction

In most of aeroelasticity textbooks [1–3], divergence and flutter are considered separately:
divergence as static instability, where steady aerodynamics is employed, and flutter as dynamic
instability, where the use of unsteady aerodynamics is crucial for correct flutter prediction.

In this paper we re-analyze the classical stability problem of two-degree-of-freedom (bending
and torsional) system, focusing on divergence, but using, unlike most of other studies, fully
unsteady Theodorsen aerodynamics. In Section 2 we introduce aeroelastic model used with vari-
ations in all textbooks. Section 3 is devoted to the eigenfrequency analysis in the framework of
different simplified aerodynamic formulations that yield classical divergence mechanism. How-
ever, slight improvement of the aerodynamics immediately yields inability of the divergence to
originate from a structural natural mode. In Section 4 we re-analyse the problem using fully un-
steady aerodynamics and confirm this result. We give an analytical proof of non-existence of the
divergence mode at subcritical flow speed, which is, therefore, cannot be a transformed struc-
tural mode. To go deeper into this problem, we give a closed-form solution of the initial-value
problem that establishes the connection between the origin of the divergence mode, continuous
spectrum, and branch cut of Theodorsen function. In Section 5 we compare present results
with previous studies. Finally, in Section 6 we summarize the results.

2 Rectangular wing as a toy model

We consider a classical two-degree-of-freedom aeroelastic model of a thin unswept rectangular
wing (Fig. 1). We will follow the book [3], where the equations of motion are derived in chapter

488



Second International Symposium on Flutter and its Application, 2020

xf s

c

x

y

z

V

torsionbending

Figure 1: Rectangular wing and its bending and torsional degrees of freedom.

10.2 by using simplified aerodynamic model. We will briefly re-derive equations of motion for
the case of fully unsteady aerodynamics.

The wing span is s and the chord is c. We will assume that the wing cross-section is a thin
plate so that the aerodynamic centre and elastic axis are located at c/4 and xf downstream
from the leading edge, respectively. The two degrees of freedom correspond to bending and
torsional modes, with EI and GJ being bending and torsional stiffnesses (Fig. 1). Assuming
simple bending and torsional shapes, the general wing motion has the form

z(x, y, t) =
(y
s

)2

qb(t) +
(y
s

)
(x− xf )qt(t),

where qb and qt and generalized coordinates corresponding to bending and torsion. Applying
Lagrange’s equation as done in [3, §10.2.1], we find the equations of motion:
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, (1)

where Qb and Qt are generalized aerodynamic forces corresponding to bending and torsional
motions. To calculate Qb and Qt, we will use strip theory, assuming that aerodynamic forces
produced by each cross-section can be taken from corresponding two-dimensional problem for
a thin plate. Let the wing undergo harmonic motion with elastic axis deflection z = z0e

iωt

and pitch θ = θ0e
iωt. The two-dimensional aerodynamic forces are readily given by Theodorsen

theory. Derivation of generalized aerodynamic forces Qb and Qt yields the following expression:

(
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)
=
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Mż −

b3s

3
Mθ̇






(
qb
qt

)
, (2)

where the oscillatory aerodynamic derivatives are expressed through the Theodorsen function

C(k) =
K1(ik)

K0(ik) +K1(ik)
, (3)

b = c/2, and k = ωb/V is the reduced frequency [3, §9.4] (note that the expression for Mθ̇

in [3] has a misprint)
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Table 1: Parameters used in calculations.

Wing span (s) 7.5 m Bending Stiffness (EI) 2×107 N×m2

Chord (c) 2 m Torsional Stiffness (GJ) 2×105 N×m2

Elastic axis (xf ) 0.48c Mass axis 0.5c
Mass per unit area (m) 200 kg/m2 Air density (ρ) 1.225 kg/m3

Substituting these expressions into Eq. (1), we finally obtain aeroelastic equations of motion
that yield the following eigenvalue problem:

F(ω) = det(−ω2M+ iωDa(k) + (Ka(k) +K)) = 0, (4)

M = m
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The eigenvalue problem is solved numerically by iterative method. At the first iteration we
assume k = 0, calculate corresponding aerodynamic matrices (Mθ̇ and Lθ̇ are forced to be
zero at the first iteration as discussed in [3, §9.4]), and solve the Eq. (4) with respect to ω,
obtaining four roots ω0

n, n = 1 − 4. One of the roots is chosen and calculated by subsequent
iterations. Assume that the j-th iteration of the root, ωj is calculated. We recalculate kj =
ωjb/V , recalculate aerodynamic matrices, and again solve Eq. (4) with respect to ω. Iterations
are repeated until the convergence is achieved with a given accuracy. For the case of slow
convergence, which occurs near the divergence boundary, weighting of the (j + 1)-th root is
used with the relaxation coefficient κ = 0.1: ωj+1

final = (1− κ)ωj+1 + κωj.
Calculations are started at sufficiently small V , where each solution is associated with a

wing eigenmode in still air. Next, the velocity is gradually increased, with the initial guess of
k taken from the converged solution from the previous step in velocity. In this way we obtain
continuous branch of eigenfrequencies with the velocity V as a parameter.

In this study, we will focus on transition to divergence that, by definition, occurs through
zero eigenfrequency. Putting ω = k = 0, we immediately derive the divergence speed:

Vdiv =

√
3GJ

ρc2s2eπ

3 Divergence mechanism through simplified aerodynamics

In the calculations below we will use parameters used in [3, §10.8], given in Table 1, that
correspond to natural circular frequencies of the wing ωt = 8.92 rad/s, ωb = 17.83 rad/s
(torsional and bending, respectively) and the divergence speed Vdiv = 54.9 m/s.
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Figure 2: Eigenfrequency loci when changing the flow speed V from V = 10 m/s (◦) to
V = Vdiv = 54.9 m/s (•) and further to V = Vdiv + 5 = 59.9 m/s (�): a) quasi-steady
aerodynamics, b) simplified unsteady aerodynamics with real Mθ̇.

3.1 Quasi-steady aerodynamics

We start with the simplest aerodynamic formulation, quasi-steady aerodynamics. Taking the
limit k → 0, C(k) → 1, we have the following aerodynamic derivatives and the eigenvalue
problem with the following aerodynamic matrices:

Lz = 0, Lż = 2π, Lθ = 2π, Mz = 0, Mż = 4πe, vMθ = 4πe, e =
1

2

(
1

2
+ a

)
, (6)
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2s
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 .

The result of calculations is shown in Fig. 2a. At small V the wing has four slightly damped
eigenfrequencies close to natural frequencies: ω1,3 ≈ ±ωt and ω2,4 ≈ ±ωb. When the velocity
increases, torsional frequencies ω1,3 move toward each other, coalesce at the imaginary axis ω,
and become pure imaginary. After the coalescence, one of the frequencies moves down, crosses
at V = Vdiv zero frequency and becomes growing. This mechanism is a classical transition
to divergence: the divergence mode is generated by the interaction of the first (torsion) mode
with its paired frequency due to negative aerodynamic stiffness.

3.2 Simplified unsteady aerodynamics with real Mθ̇

Following [3], let us include unsteady term Mθ̇, which has the most important effect:

Da = ρV
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8
e2π −c
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24
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 , Ka = ρV 2
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8
2π

0 −c
2s
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e2π


 . (7)

As suggested in [3, §9.6], the valueMθ̇ = −1.2 is chosen as a good approximation for practically
important range of real k (the actual value is not important for the divergence mechanism).
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Figure 3: Eigenfrequency loci calculated with simplified unsteady aerodynamics with complex
Mθ̇ when changing the flow speed V from V = 10 m/s (◦) to V = Vdiv = 54.9 m/s (•)
and further to V = Vdiv + 5 = 59.9 m/s (�): a) general view, b) enlarged view around zero
frequency. Mθ̇ = −1.2 + i (bold lines) and Mθ̇ = −1.2 + 2i (thin lines).

Results of calculations shown in Fig. 2b are similar to quasi-steady aerodynamics. The only
change is that the coalescence occurs at different velocity, which does not affect the divergence
velocity.

However, the real value of Mθ̇ is not satisfactory, because the modes are damped, reduced
frequencies k are complex, and the actual values of Mθ̇ should also be complex.

3.3 Simplified unsteady aerodynamics with complex Mθ̇

The easiest way to take imaginary part of reduced frequency into account is to consider complex
constant value of Mθ̇. The eigenvalue problem stays polynomial, but its coefficients become
complex. Hence, the frequency coalescence, in general, does not occur at any V , but changes
to hyperbola-type interaction. Fig. 3 shows results of calculation for Mθ̇ = −1.2+ i and Mθ̇ =
−1.2+2i (the value of the imaginary part does not qualitatively change the eigenfrequency loci),
where approaching of eigenfrequencies and passing each other occurs instead of coalescence.
The transition to divergence, of course, occurs at the same value Vdiv through zero frequency.

This type of mode interaction is common for binary (coupled-mode) flutter in many aeroe-
lastic systems. However, the same interaction does not look satisfactory for the case of di-
vergence. It was mentioned above that the eigenfrequencies with Reω > 0 and Reω < 0
must be exactly symmetrical with respect to imaginary axis, because they correspond to
exactly the same wing motion. Indeed, for each frequency ω = ωr + iωi and eigenvector
(Xb, Xt)

T = (Xbr + iXbi, Xtr + iXti)
T it is easy to see that the eigenfrequency ω = −ωr + iωi

and eigenvector (Xb, Xt)
T = (Xbr−iXbi, Xtr−iXti)

T correspond to the same Re(Xb, Xt)
T eiωt,

i.e., the same physical motion. However, this fundamental symmetry is absent in Fig. 3, and
obviously will be absent for any constant complex value of Mθ̇.

To resolve this problem, we now switch to full unsteady aerodynamics defined by Eq. (5),
and re-analyze the divergence mechanism, which is a matter of the next section of the paper.
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Figure 4: Eigenfrequency loci calculated through full unsteady aerodynamics when changing
the flow speed V from V = 10 m/s (◦) to V = Vdiv = 54.9 m/s (•) and further to V =
Vdiv + 5 = 59.9 m/s (�). Dashed curve shows the continuous spectrum.

4 Divergence mechanism through the full unsteady aerodynamics

4.1 Divergence modelling using the full Theodorsen theory

When using full Theodorsen aerodynamics, Eq. (5), the behaviour of ω1 and ω3 curves becomes
symmetrical, but both they become highly damped (Fig. 4). However, if take the divergence
mode, i.e. V = Vdiv and ω = 0, as initial guess, the numerical processes for V > Vdiv converges
and gives the fifth eigenfrequency branch (Fig. 4).

To analyze where the divergence mode transforms to at low flow speeds, we started decreas-
ing back the speed. However, surprisingly, the numerical procedure diverges for any V < Vdiv,
so that this mode has no continuation from supercritical to subcritical speeds. To demonstrate
that the absence of the divergence mode for V < Vdiv is not a numerical issue but a real
phenomenon, we give in the next section a rigorous proof.

4.2 Proof of the non-existence of the divergence mode at subcritial flow velocity

Let us have the solution ω = k = 0 at V = Vdiv. We take a small velocity deviation
V = Vdiv + V ′ and find a solution of Eq. (4) that tends to zero as V ′ → 0, i.e. find the
divergence mode frequency in the vicinity of the divergence boundary.

To obtain aerodynamic derivatives for small k, we consider the asymptotic expansion of
K-Bessel functions [4, 9.6.9, 9.6.54] and find the expansion of the Theodorsen function (3):

C(k) ∼ 1/(ik)

1/(ik)− ln(ik/2)− γ ∼ 1 + ik

(
γ + ln

∣∣∣∣
k

2

∣∣∣∣
)
− kArg(ik),

where γ is the Euler-Mascheroni constant. Then we expand aerodynamic derivatives at small
reduced frequency, neglecting terms of the order of k2 and smaller in z and θ derivatives, and
by neglecting terms of the order of k and smaller in ż and θ̇ derivatives. Neglecting ω2 term in
(4) as infinitesimal, substituting aerodynamic derivatives, and retaining terms of the order of
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V ′, k, and k ln k, we have the eigenvalue problem in the following form:

k

(
a
1− 2a

1 + 2a
+ γ + ln

∣∣∣∣
k

2

∣∣∣∣+ iArg(ik)− ρV 2
div

3

2

s4

4EI

)
= 2i

V ′

Vdiv
. (8)

Taking separately real and imaginary part of this equation, it is easy to show that a root can
exist only for Re k = 0. In this case from the real part of (8) we obtain Arg(ik) = 0, i.e.
k = −iκ, κ ∈ R, κ > 0. The leading term of the imaginary part of (8) is

−κ ln
∣∣∣κ
2

∣∣∣ = 2
V ′

Vdiv
.

This equation has a positive real root κ(V ′) for V ′ > 0. This root corresponds to the divergence
eigenmode, and it exists only for V ′ ≥ 0. Indeed, for V ′ < 0 we have κ(V ′) < 0, Arg(ik) = π,
which does not satisfy (8).

We have proved that at flow speed slightly exceeding Vdiv a growing divergence mode exists,
whose frequency tends to zero as V → Vdiv + 0, but no mode exists for V < Vdiv. In other
words, the divergence mode is not a continuation of a natural mode of the wing but is an
additional eigenmode that exists only for V ≥ Vdiv. This phenomenon is due to singularity of
Theodorsen function at k = 0, and it does not manifest itself if simplified aerodynamics is used.

The fact that for the same aeroelastic system there are four eigenmodes at V < Vdiv, and
five eigenmodes at V ≥ Vdiv, looks unusual. To resolve this phenomenon, we now consider the
solution of the initial-value problem.

4.3 Divergence in the framework of initial-value problem

To formulate the initial-value problem, consider equations of motion (1) yielding the eigenvalue
problem (4). For the case of general time-domain motion, generalized aerodynamic forces Qb

and Qt are functions of t that can be written in the form of convolution integrals, whose kernels
are expressed through the Wagner function [1, §5-7], [2, §6.7].

With the equations of motion, we specify the following initial conditions:

qb(0) = q0
b , q̇b(0) = q1

b , qt(0) = q0
t , q̇t(0) = q1

t , qb,t(t) = q̇b,t(t) = 0, t < 0,

where qnb , q
n
t are given constants. Note that as aerodynamic loads are calculated as convolution

integrals of the wing displacement and velocity, not only initial conditions at t = 0, but total
preceding motion history for t < 0 must be specified. Physically, this feature reflects the effect
of the wake that is convected downstream but “remembers” the wing motion in the past.

To solve the integro-differential system of equations (1) with given initial conditions, we
perform Laplace transformation defined as

ξb,t(ω) = ξ(ω){qb,t} =
∫ +∞

0

qb,t(t)e
−iωtdt.

In contrast to classical definition with the parameter s we use the parameter ω = −is to more
evidently connect the solution of the initial-value problem with eigenvalue problem. Then the
transformed system of equations (1) is as follows:

(−ω2M+ iωDa(k) + (Ka(k) +K))

(
ξb
ξt

)
=

(
Pb
Pt

)
, (9)
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where Pb,t are functions of the initial conditions qnb,t and ω. We used here the fact that
Laplace transformation of time-domain generalized aerodynamic forces yields frequency-domain
Theodorsen aerodynamics. We solve this linear algebraic system by using Cramer’s rule:

ξb =
Cb(q

n
b,t, ω)

F(ω) , ξt =
Ct(q

n
b,t, ω)

F(ω) . (10)

Here F(ω) is the determinant (4) of the system (9), and Cb,t are determinants of the same
matrix where either first or second column is substituted by the right-hand side of the system.

Now, apply the inverse Laplace transformation to (10) by using Mellin’s inverse formula [5]:

qb,t(t) =
1

2π

∫ +∞−iζ

−∞−iζ
ξb,t(ω)e

iωtdω, (11)

where the integration path is a horizontal line located below all singularities of ξb,t(ω).
Next, we move up the integration path. The integral (11) is not changed due to Cauchy

theorem while the integrand does not have singularities. There are two types of singularities.
First, zeroes ωn of the denominator (10), where the integrand has poles. Each crossing of a
pole yields the separation of the corresponding eigenmode term from the integral. The second
type of singularity is the branch point of the Theodorsen function at ω = k = 0. As the branch
cut of the Theodorsen function occupies imaginary positive ray, we deform the integration path
to embrace both sides of the branch cut. Then the final solution of the initial-value problem is

qb,t(t) =
1

2π

∫ +i∞

0

[ξ]b,t(ω)e
iωtdω +

p∑

n=1

i
Cb,t(q

n
b,t, ωn)

∂F(ωn)/∂ω
eiωnt, (12)

where [ξ] is the jump of ξ on the branch cut, and p is the number of eigenfrequencies.
We conclude that the general solution of the initial-value problem is the linear combination

of two terms: eigenmodes that form discrete spectrum of the problem, and the integral over
pure imaginary damped frequencies that form continuous spectrum.

The physical nature of the continuous spectrum originates from the wake behind the wing.
As discussed above, the wake “memory” of the wing motion in the past results in aerodynamic
loads depending not only on the instant wing position and velocity, but on all the preceding
motion history. The continuous spectrum expresses the wake “memory” effect.

Recall that, mathematically, continuous spectrum exists due to the branch cut of the
Theodorsen function. It is now clear that the divergence eigenmode that exists only at V ≥ Vdiv
(Fig. 4) does not come from “nowhere” but separates from the continuous spectrum at V = Vdiv.
If simplified aerodynamics is used, aerodynamic derivatives are constants, and no continuous
spectrum is present. This reflects the fact that, physically, quasi-steady aerodynamics ignores
the wake behind the wing. In this formulation the divergence mode is the continuation of natural
mode branch, according to the classical divergence mechanism described in textbooks [1–3].

5 Comparison with other studies

5.1 Aeroelastic analyses through the full Theodorsen theory

The existence of the continuous spectrum in the aeroelastic system modeled through the ex-
act Theodorsen theory was previously shown in [6, 7]. However, no connection between the
continuous spectrum and the divergence mechanism was established in those studies.
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While there are a lot of papers using various approximations and numerical techniques,
aeroelastic analysis through the exact Theodorsen theory was conducted in a limited number of
studies, and the work [11] is a one where transition to divergence was observed. Their figures 3,
4, 11 clearly indicate that loci of structural eigenfrequencies do not coalesce and do not yield the
divergence eigenmode. The latter, exactly as in the present study, does not exist for V < Vdiv
and appears only at V ≥ Vdiv. But the relation between the existence of the divergence mode
only at V ≥ Vdiv and the continuous spectrum was not established in that study.

5.2 Numerical studies

Consider numerical representations of the continuous spectrum. First, Jones approximation of
Wagner function yields the approximation of Theodorsen function as a rational function [6]. In
addition to structural roots, the appearance of two “aerodynamic lag” roots was observed [8–10],
such that divergence was originated from those “aerodynamic lag”, but not structural, modes.

A different approach was used in [12]. Time-domain vortex-lattice method was used, and
the results were transformed to the frequency domain. First, it was observed, that besides the
structural frequencies, there exist hundreds (equal to the number of vortex elements along the
wake) of frequencies that represent the unsteady wake behind the wing. Although not all those
frequencies correspond to monotonically damped motion, the oscillating part of the motion was
diminished when the numerical resolution was increased (e.g., see Fig. 5 of [12]). At that, the
number of additional frequencies increased when the numerical resolution, i.e., the number of
vortex elements along the wing surface and the wake, was increased. The principal conclusion
of the numerical part of that study was the divergence originating from “aerodynamic” but not
structural mode (see Fig. 24a of [12]), which is in accordance with the present results.

5.3 Experimental study

The most impressive evidence of the divergence not originating from a structural mode is given
by the experimental part of [12]. During the wind tunnel experiment on a quasi-2D wing,
frequency and damping of structural modes were continuously measured in air-on conditions. It
was shown that when increasing the flow speed, the frequencies and damping did not approach
zero when the flow speed approached the divergence speed (see discussion on pp. 79-80, 109-
118 of [12]). On the contrary, the divergence appeared suddenly, without any precursor in
structural modes, which is in agreement with the general theory of the presented paper.

6 Summary and concluding remarks

We have shown that when modeling unsteady aerodynamics using full Theodorsen theory, tran-
sition to divergence occurs not because of the mode coalescence, but through the appearance of
an additional divergence mode that exists at post-divergence speeds, but is absent at subcritical
speeds. This mode separates at V = Vdiv from the continuous spectrum (Fig. 4) that reflects
the influence of the wake behind the wing on the aerodynamic loads of the aeroelastic system.

When using simplified aerodynamics, such as quasi-steady theory, aerodynamic derivatives
are constants and do not have any branch cuts. Physically, this corresponds to neglecting the
wake effect. In such problem formulation, the divergence mode occurs after the interaction of
an eigenmode with its paired mode, according to the classical divergence mechanism [1–3].
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Note that the divergence velocity is not changed comparing to the value obtained in steady-
flow approximation, because the transition occurs through ω = 0, where (and only where!)
the steady theory is the exact solution. The practical conclusion of this study is as follows.
In flight tests the approach of the instability boundary should be detected in advance. Often,
the tracking of structural damping and frequencies of the wing at in-flight conditions is used,
and the approach of divergence is detected by rapid decrease of the structural frequency. This
study shows that divergence can occur without falling of the structural frequencies to zero, i.e.
without any precursor in the structural mode. The experimental study [12] fully confirms this
point. Hence, such dynamic indicators of the divergence approach should be used with care.
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Abstract 

In order to clarify the mechanism of two degree-of-freedom (2DOF) flutter, a new analytical 
formulation is proposed. In the present method, freedoms are mutually transformed to each 
other by use of the phase difference and the amplitude ratio between the two modes. And 
the linear unsteady aerodynamic loads are properly applied to damping oscillation.  In a 
result, the 2DOF problem is reduced apparently to simple free vibration problems with single 
degree-of-freedom so that stability analyses are simplified. Calculated results will be 
demonstrated. It is shown that the behavior of each mode can be easily tracked and can be 
rationally interpreted in accordance with variations of not only the flow velocity but other 
system parameters. Also, in the course of developing the scheme, 2DOF flutter will be 
clarified. 

Keyword: Flutter, Unsteady Aerodynamics, Two Degree-of-Freedom, Flutter Mechanism 

1  Introduction  

Flutter is defined as a self-excited oscillation of elastic structures in flow field. A large portion 
of flutter characteristics of aircraft wings or long span suspension bridges can be studied by 
a classical binary model which is the representative of a cross section of those structures.  

The dynamics of the model are described by a set of vibration equations to which self-excited 
aerodynamic forces are applied. The stability analyses are done usually by complex 
eigenvalue analyses which are, so called, U-g method or p-k method. In the process of those 
analyses, bifurcation frequently occurs where two modes are mutually switched by each 
other. If it occurs, the behaviors of the modes are no longer exactly traced. In order to 
ameliorate this kind of difficulties, Matsumoto et al. (2010) proposed a method called Step-
by-Step (SBS) method, in which the behaviors of the two modes can be traced step by step 
independently of each other.  

In this paper the SBS method has been modified. One of the degrees of freedom is 
transformed to the other by use of the phase difference between the two modes and the 
amplitude ratio.  In a result the flutter equations are reduced apparently to a set of single-
degree-of–freedom equations. The resultant flutter equations reveal the physical roles of 
individual unsteady aerodynamic elements not only in the stiffness term but also in the 
damping term. 

In the flutter analyses, the unsteady aerodynamic forces are led either theoretically or 
experimentally. In the former case, Theodorsen’s linear theory (1935) or Scanlan's flutter 
derivatives (1971)) is used. In the latter case, wind tunnel test data are analyzed and formed 
into the aerodynamic coefficients similar to the theoretical ones. CFD numerical simulations 
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are also available to implement these coefficients. In any cases they consist of the gains 
and the phase differences of the unsteady aerodynamic forces to the harmonic motion of 
the model. So, they must be carefully applied to damped oscillations. The present paper 
proposes a way of introducing those linearized forces into the flutter analyses more rationally 
than the conventional methods, which enables us clearly to understand the mechanism of 2 
DOF flutter.  

The overview of the formulations will be described, and the computed results will be 
presented. Furthermore, by looking into the physical meanings of the present formulation, 
the mechanism of 2DOF flutter will be detailed and clarified.     

2  Preliminaries for analyses 

2.1  Flutter equations  

Figure 1 shows the binary system used in the present study, which has mass unbalance 
around an elastic axis with two degrees of freedom; heaving h  (down ward positive) and 
pitching   (nose-up positive). If these natural modes     ( 1,2)i x i    and the 
corresponding circular frequencies ( 1,2)i i  (hereafter, simply referred to frequency) are 
obtained, arbitrary possible flutter mode shape of the system can be approximated by a 
linear combination of    i x  as 
 
                                    (2-1) 
 
where  
 
                                   (2-2) 
 

Figure 1: Binary system 
And where ( ) ( 1, 2)   i i ih b i    are the natural mode 
amplitude ratios of /ih b  to i  introduced by Nakamichi, Tamayama and Kodama (2019). 
 
The natural modes are orthogonal to each other. Then the mass matrix and stiffness matrix 
of the system are diagonalised．The equations of motion of the system are written in a linear 
form as 
 

                          (2-3a,b) 
 
 
where ( 1, 2) iq i   are generalized coordinates associated with the 1st and 2nd natural modes, 
respectively. ijF  are generalized unsteady aerodynamic coefficients. Those are complex 
function of reduced frequency ( )  k b U  , and indicate the gains of the generalized 
unsteady aerodynamic forces and their phase lags to the motions of the relevant system 
natural modes. 

( 1, 2) iq i    are also complex functions of t  , and assumed by following forms with the 
damping ratios i  and the phase lag angles i ;  
 
                     (2-4) 
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/ 0 0/ ( 1,2, 1,2)i n i ng q q i n    

    /     cos sin sin cos   ( ,   1,2)

ij ij ij

j i ij ij ij ij ij ij ij ij

i

g F F i F F i n j

  

   

  

         

It is noted here that the system has two modes which shall be identified by Branch 1( 1n  ) 
and Branch 2( 2n   ). Unless otherwise confusing, the upper suffix n   will be omitted 
hereafter. 
 
2.2 Transformation of degree of freedom and aerodynamic coefficient 
 
The possible flutter mode ( )nZ will form Branch n on the U   or U   diagrams. ( )nZ have 
been assumed by superposing the natural modes of the system. We consider the n  -th 
natural mode as the reference mode on Branch n. Namely, the amplitude and the phase 
angle of the other will be measured based upon the n  -th mode.  By Introducing the 
amplitude ratios /i ng  and the phase difference angles ni   between the i -th and the n -
th modes (Fig.2),  iq can be expressed by nq  like 
 

( ) ( )
/ ( 1,2, 1,2)     niin n

i i n nq g e q i n         (2-5)  
 
where    
                                       (2-6) 
 
and   
 
 ni i n     ,                         (2-7)  
 
( 1/1 2/ 2 1g g   11 22  0     ) 
 

Figure 2: Normalization of ( 1, 2) iq i   
 
If Eqs.(2-5) are expanded for the sake of concreteness, they become to be 

 
11 12(1) (1) (1) (1) (1)

1 1/1 1 1 2 2/1 1,                              on Branch 1 ( 1)i iq g e q q q g e q n             (2-8) 
 

21 22(2) (2) (2) (2) (2)
1 1/2 2 2 2/2 2 2   ,                on Branch 2  ( 2)i iq g e q q g e q q n           (2-9) 

 
By applying those relations to the right of Eqs.(2-3), the unsteady aerodynamic force terms 
will be; 

11

12

(1) (1) (1)
11 1 11 1/1 1 11 1

(1) (1) (1)
12 2 12 2/1 1 12 1
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F q F g e q q
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                         (2-10) 

21
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21 1 21 1/2 2 21 2

(2) (2) (2)
22 2 22 2/2 2 22 2

      on Branch 2 ( 2)
i

i

F q F g e q q
n

F q F g e q q

 

 









   
  

                      (2-11) 

where, if complex number ijF  and ij  are expressed by ij ij ijF F iF    and ij ij iji      ,  
respectively, then, 
 
 

 (2-12) 
 
These expressions mean that the unsteady aerodynamic force caused by the motion of the 
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1st natural mode can be transformed into that caused by the motion of the 2nd natural mode 
and vice versa. Note that in the case of i j  , 11 11F   and 22 22F   . New augmented 
unsteady aerodynamic coefficients ij have been introduced. They consist of the original 
unsteady aerodynamic coefficients ijF  , their phase lag angles and the amplitude ratios 
between the i -th mode and the j -th mode. They will take an important role later to enable 
us to eliminate either degree of freedoms in the flutter equations.  
 
In Figs.3, the relationships among ij , ijF  and ( 1, 2) iq i   is illustrated to show the physical 
meanings of the augmented aerodynamic coefficients ij .            
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   (a)  relation between ijF  and ( 1, 2) jq i      (b) relation among ij , ijF ,  jq and  nq  

Figures 3: Conversion of unsteady aerodynamic coefficient ( 0i  ) 
 
Unsteady aerodynamic force ijF  is usually lagged in phase by   to the wing motion jq , 
as is shown in Fig.3(a). Further there is a phase difference between jq  and nq . It is found 
in Figs.3(b) that the real and the imaginary parts of ij  are identical to the in-phase and 
the out-of-phase components of ijF  with respect to nq , multiplied by the amplitude ratio 

/j ng . The aerodynamic forces imposed on the i -th mode by the j -th mode, i.e., ij jF q  has 
been transformed into ij nq  which is looked on the force apparently due to the n -th mode 
(the reference mode) on Branch n ( 1,2)n  .   
 
2.3  Relation between iq  and iq   
 
Generally, if the displacements ( 1, 2) iq i    
are assumed by Eqs.(2-4), the relation  
between displacement iq  and its velocity iq  is  
 
                                  (2-13) 
 

Figure 4: Relation between iq  and iq  
 
As is shown in Fig.4, the first term, iq  on the right of Eq.(2-13) is in the same phase to 

iq . Therefore it has an effect apparently to reduce the stiffness of the system. It coincides 
with the fact that the frequency of the system will decreases in its value with damping 

i i i iq pq q i q    
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increasing. The second term will contribute to the damping. The out-of-phase component 
i q   in the aerodynamic forces in Eq.(2-3) will be replaced later by q   and iq   so as 

i i ii q q q    in Eqs.(2-3). 
 
2.4  Amplitude ratio 
 
To make the process complete, the amplitude ratios, 1/ 2g  and, 2/1g  , which appear in the 
previous sections, need to be derived. For this purpose, Eqs. (2-3) are rewritten as 
 
 
                                                                       (2-14a,b) 
 
If we enhance on the first equation, it can be looked on a forced vibration of 1q  with 2

12 2F q  
imposed as an external force, which is governed by the second equation.  The amplitude 
ratio and the phase difference of 2q  to 1q , those are, 2/1g  and 12  , will be led from the 
second equation. Substituting 2q   and 1q   assumed by Eqs.(2-4) into Eq.(2-14b), after 
some manipulations, it will be found 2/1g  and 12  are to be in a relation as  
 
 

                                                                   (2-15) 
 
where 
 
                                                                         (2-16) 
 
 
                                                                         (2-17) 
 
By comparing the first and the last expressions of Eq.(2-15), 2/1g  and 21   must be 
 
 
                                                                         (2-18) 

and 
 
                                                                         (2-19) 
 
As for Branch 2, the same procedure is applied to the first equation of Eq.(2-14a),  the 
amplitude ratio 1/ 2g  and the phase difference 21  are obtained as 
 
                                                                         (2-20) 
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The amplitude ratio /i jg  and the phase difference ji   vary with respect to the system 
frequency   and damping ratio  . Although further discussions will be left out for the sake 
of limited space in this paper, the similar discussions to those made in the case of general 
forced vibration might be done about the behaviors of /i jg  and ji  . 
 
3  Transformed flutter equations 
 
Branch 1 expresses the behaviors of (1) ( )z t  defined by Eq.(2-1), on which 1q  is varying 
accompanied by 2q  with the amplitude ratio 2/1g  and the phase lag 12  behind 1q . 
By substituting Eq.(2-10) with Eq.(2-12), (2-18) and Eq.(2-19) into Eq.(2-14a), 2q  can be 
eliminated from Eq.(2-14a) , and the following equation is obtained.  
 
                                                                           (3-1) 
                                
where ii q  is replaced by  i i ii q q q    and where ij are defined by Eq.(2-12). 
 
Equation (3-1) governs Branch1. It looks like a free vibration equation with single-degree-of 
-freedom with respect to 1q . 
 
For Branch 2, it becomes as 
 
                                                                           (3-2) 
 
Though ij  look like usual aerodynamic coefficients, they include much information on the 
relations among the unsteady aerodynamic coefficients, the amplitude ratios and the phase 
differences between the relevant modes.   
 
4  Stability analyses for flutter boundary 
 
Incidentally, dynamics of a given free vibration is described with its fundamental frequency 

n  for an undamped vibration system and the damping ratio n  as follows; 
                                                                           (4-1) 
 
As is well known, the system frequency   and the system damping ratio   are expressed 
by 
 
                                                                           (4-2) 
 
Comparing Eq.(4-1) with Eq.(3-1), after some manipulations, the following relations are 
obtained for branch 1.  
 
                                                                         (4-3a,b) 
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                                                                       (2-18) 
 
                                                                       (2-19) 
 
                                                                       (2-16) 
 
                                                                       (2-17) 
 
 
It is found that Eqs. (4-3) form a set of simultaneous nonlinear algebraic equations with with 
subsidiary conditions Eqs.(2-12) and (2-16)~(2-19).  The unknowns are  and  . Once 
they are specified, the amplitude ratio 2/1g   and the phase difference 12   are 
determined.  
 
In order to obtain the solutions of Eqs.(4-3), the Newton-Raphson Method is employed. 
Residuals of the Eqs. (4-3) are defined by  
 
                                                                       (4-4a,b) 
 
 
Then the increments of   and   at an iteration step are computed in a familiar manner 
as 

                                                                       (4-5) 
 
 
                                                                       (4-6) 
 

Repetitive calculations for the branch 1 are summarized as below;  
Step 1   specify flow velocity, NU   
Step 2   assume m  and m    
Step 3   calculate the reduced frequency by 

Nmk b U  
Step 4   evaluate unsteady aerodynamic coefficients ijF  which are functions of k  

compute 2/1g  and 12   
Step 5   calculate the residuals,  1 ,m mR    and  2 ,m mR    
Step 6   calculate m , m  and 1m  , 1m  . 
Step 7   continue with steps 2~6 until both of m  and m  become smaller 

than a predefined value as converging criteria 
a set of converged solutions ( m , m , 2/1g , 12 ) associated with a flow 
velocity NU is obtained 

Step 8   back to Step 1 with 1N NU U U     
 
Finally the converged solution ( ,  , 2/1g , 12 ) at each iteration step will be plotted with 
respect to U . That shows branch 1. 
The obtained   vs.U  curve shows variations of the damping ratios on Branch 1. As is done 
in the flutter analyses, for example, in U-g method and p-k method, the flutter velocity is defined 
as the velocity at the point where the damping ratio   vanishes. 
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The present formulation is completely symmetry in scheme between branch1 and branch 2. 
Therefore, the plot of branch 2 can be drawn in the similar procedure to that described above 
for branch 1. 
 
5  Computed results and discussions 
 
In the present studies, the unsteady aerodynamic forces are modeled by Theodorsen's 
linear theory. Even if the unsteady aerodynamic forces can not be obtained theoretically, 
those are acquired from wind tunnel tests or CFD numerical simulations as is mentioned in 
the section 1. Matsumoto et al. (2010) used Scanlan’s flutter derivatives for their 
development of SBS method. In any cases, it should be noted that they are derived with the 
assumption that system is in a simple harmonic oscillation, that is, with no damping. They 
should be applied to the cases limited to those with no decay. If damping is small, however, 
like near flutter boundary, they might be applicable. 
 
In the SBS method, each component of unsteady aerodynamics is introduced as 

2 *Aq A q   ，where A  and *A  are the flutter derivatives. In the present method, on the 
other hand, they are expressed as 2 ( ' )F iF q   using complex unsteady aerodynamic 
coefficients. If the system has no damping, there are no differences between both methods. 
Otherwise, there are differences.  
 
Theodorsen’s unsteady aerodynamic force can be rewritten like 
 

                                      (5-1) 
 
Comparing it with Scanlan’s force, an additional term F   is found in the first term of the 
last expression. As it will be incorporated into the stiffness terms in Eqs.(3-1) and (3-2), it  
has an effect apparently to reduce the stiffness of the system if it is in a positive damping 
oscillation. It coincides with the fact that the system frequency will decrease in its value in 
the case of a damping vibration. From this viewpoint, the model of unsteady aerodynamic 
force has been improved in the present studies so as is more rational than that in the SBS 
method. 
  
Another advantage of the present approach is that the flutter mechanism has been clearly 
interpreted. Attention being paid to the damping terms of Eqs.(3-1) and (3-2). they consist of 
not only the original structural damping but also the damping due to the unsteady 
aerodynamic forces expressed by ij iq . ij jF q has been transformed into ij iq  using the 
amplitude ratio and phase difference between iq and jq  as well as ijF . ij iq  mean the 
gains and the phase lags of the generalized self-excited forces induced by and imposed to

iq ,itself. Then not only the gains and the phase lags of the unsteady aerodynamic forces 
but also the amplitude ratios and phase differences between iq  and jq  have significant 
influences on the behaviors of the damping terms. 
Eq.(3-1) and Eq.(3-2) together with Figs.3 interpret well the flutter onset process. They will 
be easily extended to multi-degree-of-freedom flutter analyses by more general form like 
 
                                                                       (5-2) 
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Much more information will be included in ij iq , which will take very important roles.  
 
5.1 Numerical Examples 
 
A case presented by Bisplinghoff et al.(1957) in their text book as ‘Case (u)’ is simulated. 
It can be realized by setting the system parameters as shown in Tab.1. The corresponding 
non-dimensional parameters are also shown in Tab.2. The obtained results are shown in 
Figs.5. 

 
Table 1: Dimensional parameters 

 
3( / ) kg m   ( / ) M kg m  ( ) b m   ( / s) rad  ( / ) h rad s  2( / )I kgm m  ( / )S kgm m  

1,23 6.93 0.3 83.3 50.0 0.1556 4.158 

 
Table 2: Non-dimensional parameters 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Figures 5: Numerical example of MSBS   Case(u) in Bisplinghoff et al. (1957) 
( 0.2h    , 0.45a   , 0.2x  , 2 0.25r  , 20  , 01 02 0   ) 

 
In the present studies, the flutter mode shape were assumed by Eq.(2-1), superposing the 
two natural modes of the system with generalized coordinates ( 1, 2)iq i  . In the course to 
flutter, there exist two modes, branch 1 and branch 2. Using the quantities derived in this 
paper, they are expressed in real forms; 

(5-3) 
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The time histories of the heaving and pitching displacements on the two Branches near 
flutter point are shown in Figs.6.  It is found that the branch 2 (wash-out, higher frequency 
mode) is going into flutter at the flow velocity, 54.7 / m s   with frequency, 

67.3 ( / ) (10.7 , 0.37 )       rad s Hz k    . The Branch 1 (wash-in, lower frequency mode) is 
strongly damping.  
 
 
 
 
 
 
 

Figures 6: Time histries of heaving and pitching motions of Branch 1 and Branch 2 
            near flutter point: heaving(downward positive), pitching (noseup positive) 

 
6  Conclusions  
 
A new flutter analysis method has been proposed by modifying the SBS, Step-by-Step, 
method. The method is characterized; 
1. unsteady aerodynamic forces are introduced more rationally than the original SBS, 
2. the 2DOF system is reduced apparently to single-degree-of-freedom systems, in which 

the damping terms and the stiffness terms are constituted so as they interpret well the 
physical meanings of the system parameters, 

3. the resultant damping terms show that the phase lags of the unsteady aerodynamic forces 
as well as the phase differences between the superposed natural modes have important 
roles to keep the system stability, 

4. individual branches can be tracked with respect to the flow velocity more clearly than the 
conventional stability analyses, 

5. in our numerical experiments, there are no discrepancies in the flutter velocities between 
the present method and the conventional p-k method.  

 
As future tasks, the followings are encouraged; 
1. extension to multi degrees of freedom problems based upon the present approach, 
2. further investigation of the behaviors of 2DOF flutter, for instance, bifurcations, roles of 

each force ijF , influence of the structural parameters and so on.  
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In many scientific fields, empirical models are employed to enable designers and researchers 

to conduct numerical analysis as well as to facilitate computational simulations of engineering 

systems. For example, in the field of wind resistance of long-span bridges, empirical 

motion-induced force model proposed by Scanlan has been used for several decades for carrying 

out linear analysis on calculating the responses of bridge girders. Traditional methods for 

developing and tuning empirical models usually combine physical intuition with simple regression 

techniques on limited data sets. While the rise of high-performance computing is opening up new 

possibilities for applying Machine Learning or Deep Learning to physical systems to develop 

advanced data-driven empirical models based on high fidelity experimental or simulating results, 

a key question when using data-driven algorithms to develop these empirical models is how 

domain knowledge should be incorporated into the Deep Learning process. This paper presents a 

new approach to model nonlinear aerodynamic forces in the time domain by utilizing Deep 

Learning techniques. To incorporate the prior empirical model into the Deep Learning framework, 

a basis of invariant input features is chosen empirically based on the prior Taylor Expansion form 

of motion-induced nonlinear aerodynamic forces and Quasi-steady theory-based buffeting force 

model. Then, the Recurrent Neural Network (RNN) is introduced and evolved to meet this specific 

question. This Neural Network (NN) is constructed by choosing the time series of forces as the 

output, and is trained upon the basis by inputting the discrete measured data of nonlinear 

aerodynamic forces of 5:1 rectangular cylinder obtained from the forced vibration system under 

turbulent flow in wind tunnel. Furthermore, the 𝑙1-norm regularization term is added in the loss 

function of the neural network to penalize the weights of each neuron so as to realize the feature 

selection. In addition, white noise is intentionally added in the input data to render the RNN 

scheme more robust. Lastly, results are discussed by evaluating the fitting accuracy as well as 

validating the prediction performance with regard to the model’s robustness. It is shown that the 

proposed approach based on RNN could embed the invariance properties into the input features 

corresponding to the empirical classical framework by regarding NN as characteristics of the 

nonlinear aerodynamic forces and this implicit model yields high performance with satisfying 

accuracy and robustness. This data-driven approach can also be extended to full-bridge (3-D) 

model by taking the correlation of aerodynamic forces into account and has shown a remarkable 

potential for applications to other unsolved problems in wind engineering, e.g. reconstruction of 

wind pressure on tall buildings, vortex-induced forces or responses of structures in turbulence. 
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Composite structures have gained a predominant place in aeronautics, thanks to their high
strength-to-weight and stiffness-to-weight ratio which can be exploited for tailoring their op-
timal aeroelastic behaviour [1,3]. This work focuses on optimising the aeroelastic response of
composite plates by allowing a systematic investigation of the complete domain of anisotropic
composite laminates and by selecting multiple domains of anisotropy [2]. As shown in Fig. 1a,
the mode switch observed in the response surface may be responsible for dramatic reduction of
the flutter margin when parametric uncertainties due to the manufacturing process are taken
into account (Fig. 1b).

(a) (b)

Figure 1: (a) Response surface of the flutter velocity Vf for a 16-layer orthotropic laminated
rectangular plate wing. (b) Distribution of Vf due to uncertainty in thicknesses and orientation
angles of the aeroelastic optimal laminate.

The purpose of this work is to develop uncertainty quantification and robust optimization
methods in order to alleviate the limits of purely deterministic optimisation. Uncertainty in all
the constitutive parameters of the laminate, both angles and thicknesses will be considered for
the aeroelastic optimization of straight and swept laminated plates for low-speed flows.

1 C.T. Nitschke, A. Vincenti, J-C Chassaing, Influence of stochastic perturbations of composite laminate
layups on the aeroelastic flutter of a cantilevered plate wing, Composite Structures, Volume 220, Pages
809-826, 15 July 2019
2 Scarth, Carl, et al. "Uncertainty quantification of aeroelastic stability of composite plate wings using
lamination parameters." Composite Structures 116 (2014): 84-93.
3Kameyama, Masaki, and Hisao Fukunaga. "Optimum design of composite plate wings for aeroelastic
characteristics using lamination parameters." Computers & structures 85.3-4 (2007): 213-224.
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Abstract  

This paper presents a framework for analyzing the stability characteristics of a very flexible 
aircraft. Considering geometrical nonlinearity, aircraft is divided into nonlinear wing 
components and linear fuselage component. Structural ROM method is used for wing 
structure modeling and nonlinear substructure method is used for comprehensive 
assembling wing ROM and fuselage linear modes together to obtain integrated aircraft 
dynamic equations. Non-planar double lattice method (DLM) is used as aerodynamic model. 
Stability analysis is based on the linearization around the trim configuration. The numerical 
results for a flexible flying wing aircraft model indicate coupling effects between rigid-body 
motions and elastic modes are important for this type of aircraft. 

Keyword: Flutter, Reduced Order Model (ROM), Substructure, Geometrical Nonlinearity 

1  Introduction  

As the representative of the very flexible airplane, high-altitude long-endurance (HALE) 
aircrafts usually attract extensive attention. Because of its weight and large flexibility, the 
wing of HALE will produce large deformation during the flight. Geometric nonlinearity 
becomes a very important factor that affects aeroelastic stability and response. For the 
design requirement of HALE, Hodges, Cesnik and Patil proposed the concept of fixed wing 
aircraft geometric nonlinear aeroelastic problem in 19991,2. Lots of research with diverse 
content of related research has been carried out3-6. For large flexible aircraft, especially 
flying wing aircraft, the frequency differences between elastic modes and rigid-body 
motions tend to be sufficiently small such that the coupled effect cannot be ignored7. 
Furthermore, the structure becomes nonlinear due to the large deformation. Nonlinear 
aeroelasticity and flight dynamics should be considered simultaneously8. In addition, 
tailless airplanes with relatively low rigid-body pitch inertias can have relatively high 
short-period frequencies that interact with elastic deformations, resulting in a dynamic 
instability, which is known as body-freedom flutter9.  
Structural reduced order model (ROM) is an efficient method to analysis nonlinear 
response problem of large flexible structure. It shows us computational inexpensive 
mathematical representation of structure analysis in nonlinear aeroelastic problem and 
offers the potential for real-time domain analysis. Muravyov et al. used the surrogate model 
to satisfy the structural nonlinear dynamics equation10. In addition, Mignolet et al. reported 
that the nonlinear stiffness can be described using an equation with the quadratic and cubic 
terms of the basis function11. Based on that formulation, McEwan et al. implemented the 
Modal/FE (MFE) method to conduct analysis with a number of serial static load cases12. 
Harmin and Cooper implemented the MFE method to model the geometric nonlinearities of 
large flexible wing in aeroelastic analysis13. An et al. modified MFE method to evaluate the 
accuracy of analysis and applied the method into static trim and nonlinear gust response 
problem14-15.  
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For more complex aircraft structures, such as the entire aircraft system, decomposing it into 
several simple substructure and using the boundary conditions between the substructures 
to assemble dynamic equations could be an efficient method for structure modeling. 
Compared with the overall modal structure reduction method, the substructure method can 
still guarantee low model order and high calculation accuracy. In practical applications, the 
component mode synthesis (CMS) method including the fixed interface CMS and the free 
interface CMS is widely used.  
Applications of CMS in local nonlinear dynamic problem have attracted attention of many 
scholars. Clough et al. investigated substructure method to local nonlinear problem first16. 
Tan et al. divided the structure into linear substructure components and nonlinear 
substructure components17. The interactions between substructures were replaced by 
boundary forces to solve the transient response problem of local nonlinear structures. Fey 
et al. reduced the cantilever structure with nonlinear support and studied the nonlinear 
frequency domain response problem18.  
Most nonlinear substructures method focuses on the connection nonlinearities. As long as 
the nonlinear interface connection relationship is given, substructure itself is still a linear 
structure. The major source of geometric nonlinearities for large flexible aircraft is the wing 
component. The fuselage and other components of aircraft maintain linearity in analysis of 
geometric nonlinear problems. Processing all aircraft structures as nonlinear structures will 
greatly increase the computational cost. The substructure method considering geometric 
nonlinearities factors in structure domain should become important methodology for large 
flexible aircraft modeling. Karpel et al. added virtual mass elements to the substructures to 
simulate the effects of other substructures components19. They analyzed the static and 
dynamic response characteristics of large flexible structures. This method divides the wing 
component into segments processing rather than as a whole structure in order to interface 
with the fuselage, so it is more like a combination of nonlinear CMS and finite segment 
method. Kantor et al. extended this method and applied it into a simple large flexible 
aircraft20. With strip theory, geometrically nonlinear aeroelastic analysis was implemented. 
At present, substructure method considering geometric nonlinearities is still immature, and 
applications in aeroelastic analysis are still in the exploratory stage. 
This paper is committed for aeroelastic problem associated with stability including 
geometric nonlinearities based on structural ROM and nonlinear substructure method. 
Aircraft is divided into nonlinear wing components and linear fuselage components, 
structural ROM is used for wing structure modeling. Non-planar double lattice method (DLM) 
is used as aerodynamic model. To validate the method introduced, a very flexible flying 
wing model is taken as numerical model. Results of aeroelastic flutter analysis as well as 
stability analysis with linearization of dynamic equations are provided. 

2  Theory  

2.1  Structural Reduced Order Model 

The development of the Structural ROM is based on equations derived from a Galerkin 
approach to solve geometric nonlinear dynamics in a weak form10. The equation of motion 
of the structure may often be given in dynamic equation as: 

 0

0 0

)ij jk

i i

k

F S
b u

X
 


 



（
  (1) 

Where the tensor S is the second P-K stress tensor, the tensor F is the deformation gradient 

tensor, 
0

 is the mass density of the structure, and 0b is the vector of the body force. X

denotes the position vector of the structure in the reference configuration, and x denotes the 

deformed position vector. With Galerkin approach, a truncated basis of linear modes is 
chosen as the basis functions with no consideration of foreshortening effects first. A 
third-degree polynomial form describes the nonlinear relationship and the dynamic equation 

513



Second International Symposium on Flutter and its Application, 2020 

 

in terms of the generalized coordinates can be expressed as: 

 (1) (2) (3)

ij j ij j ijl j l ijlp j l p iM q E q E q q E q q q F     (2) 

Where
ijM are the terms of the reduced mass matrix, 

iF is the modal component of the 

external force, and (1) (2),ij ijlE E  and (3)

ijlpE are the components of the tensors of the reduced 

stiffness. Einstein summation convention is applied to the formulation. It should be noted 
that the analytical expressions of the mass matrix and stiffness matrix can be achieved 
directly relative to the basis functions and the relations of the materials. However, this is 
impractical, especially when the FEM model is complex. 

When a truncated basis of the linear modes is chosen as the basis function, 
ijM and (1)

ijE  

can be expressed in the formulation as: 
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Where iM represents the modal mass term of the i th basis function, and iE is the modal 

stiffness term of the i th basis function. The formulation of the nonlinear dynamic 

equations corresponding to the i th basis function can be written as: 

 (2) (3) =i i i i ijl j l ijlp j l p iM q E q E q q E q q q F    (5) 

The structure dynamic equations in modal space have been obtained and generalized 

coordinates iq namely.  

Foreshortening effects under large deformations have a substantial influence on geometric 
nonlinear problems, especially aeroelastic problems. The shortening effect on the spanwise 
projection of a wing will change the aerodynamic distribution considerably. A truncated 
basis of the linear modes is chosen as the basis function herein. However, a few linear 
modes truncated will not show the shortening effect of the wing in ROM analysis. Therefore, 
two orthogonal spanwise modes are taken into the established ROM to describe the 
foreshortening effects of the wing. A combination of truncated linear modes and orthogonal 
spanwise modes is generated as a basis function in the nonlinear structural ROM. 
As described before, an explicit calculation of the nonlinear stiffness is not practical. 

Consequently, regression analysis is used to identify the nonlinear stiffness coefficients (2)

ijlE  

and (3)

ijlpE , the static formulation of Eq.(5) is: 

 (2) (3)

ijl j l ijlp j l p i i iE q q E q q q F E q    (6) 

Evidently, if there are a set of specified static loads and corresponding structural 
deformations, the unknown nonlinear stiffness terms related to the applied loads and the 
structural displacement resultant can be solved by using regression analysis. The set of 
specified loads and corresponding structural deformations can be denoted as the static test 
load case and calculated by a commercial FEM software package.  
Through the abovementioned analysis, regression analysis is performed using the 
commercial software package on the actual deformation and load testing after FEM 
analysis, and thus the accuracy of the nonlinear stiffness coefficients directly depends on 
the rationality of the selected test load case, which is related to the success of recovery of 
the nonlinear structure equation. The selection of test load cases must emphasize that the 
aerodynamic force on the wing should be a follower force, which more closely resembles 
the actual characteristics of the aerodynamic force. That is, taking an oriented load as the 
load test case cannot satisfy the requirements. In this paper, the aerodynamic force under 
the deformation combined bending and torsion modes is chosen as the test load case. The 
formulation of the wing deformation, which generates aerodynamic forces, should be: 

514



Second International Symposium on Flutter and its Application, 2020 

 

 { } ( { } { } )AIR AIR i i bend j j torsionf w f a a     (7) 

Here, { }i bend and { }j torsion represent the investigated bending and torsion modes, 

respectively, and 
,i ja represents the scalar mode weight factors, through which the 

selected test cases contain the nonlinear characteristics of the structure investigated in our 
research. 

2.2  Nonliear Substructure Method  

For large flexible aircraft, take wing components as nonlinear components and fuselage 

component as linear component. Considering substructure 1 2( 1, , , )l l n   system, 

each substructure dynamic equation in physics coordinates can be expressed as: 

 
( ) ( ) ( ) ( )( ) ( ) ( )

( )

( )

i i i iii ib ii ib

bi bb bi bb bb b b b

u

u

     
            

               
            

u u g fOm m k k

m m k k Gu u g f
 (8) 

Subscript ,i b representative interior and boundary coordinates, ( )ug is nonlinear section, 

bG is the boundary load vector, and f is external force vector. Displacement and Force 

coordination conditions on interface can be expressed as: 

 1 2( ) ( )l l

b bu u  (9) 

 1 1 2 1( ) ( ) ( ) ( )
0

l l l l

b b b b   G f G f  (10) 
Applied fixed interface CMS method to nonlinear wing components analysis, when give 

( ) 0nl

b u , structure dynamic equation is: 

 ( ) ( ) ( ) ( ) ( )( , 0) 0nl nl nl nl nl

ii i ii i i i b   m u k u g u u  (11) 

Use linear modes to reduce order with ( ) ( ) ( )nl nl nl

i i iu Φ q , low-order equation is: 

  
( )( ) ( ) ( ) ( ) 0
nlnl nl nl nl

i i i i i  q Ω q g q  (12) 
Eq.(12) has the similar formulation with reduced order model in section 2.1. Introduce 

restrained modes
bΨ  to translate displacement： 

  
( ) ( ) ( )( )

( )

nl nl nlnl

nli i iii ib

i b

bi bbb b b

      
       

      

u q qΦ ψ
Φ Ψ

O Iu u u
 (13) 

The structure dynamic equation can be reformulated as: 

 

( )( ) ( ) ( )( ) ( ) ( )
( , )

( , )

nlnl nl nlnl nl nl

i i i i b iib i

bb bb bb bb b b i b b

             
               

             

q q g q u fOI M Ω O

M M O K Gu u g q u f
 (14) 

Where ( )T

ib ii ii ib jj M Φ m ψ m , T

bi ibM M , ( )T

bb ib ii ib ij ji ib jj   M ψ m ψ m m ψ m ,
i ii if Φ f ,

b ib i b f ψ f f . Only the geometrical nonlinearity problem is considered here, and the 

nonlinearity problem of aircraft substructure interface connection is not considered.  
Apply linear mode reduction method to fuselage component analysis with main linear 

modes
kΦ  and residual modes

dΨ .The structure dynamic equation can be reformulated as: 

 

( )( )( ) ( ) ( ) lll l l

k

dd dd bb d

        
         

           

q fqI O Ω O

O M O K GG f
 (15) 

Where T

dd d dM Ψ mΨ , T

dd d dK Ψ kΨ , 
iT

k k

b b

 
  

 

f
f Φ

G f
,

iT

d d

b b

 
  

 

f
f Ψ

G f
. Considering the 

specified aircraft formulation, structure can be divided into left wing component, right wing 
component and fuselage component. Structure dynamic equations can be expressed as: 
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( )ilw ilw ilw ilw ilwlw iblw ilw

bilw bblw bblwblw blw blw blw

           
            

           

q q g q fI M Ω O

M M O Ku u G f
 (16) 

 
( )irw irw irw irw irwrw ibrw irw

birw bbrw bbrwbrw brw brw brw

           
            

           

q q g q fI M Ω O

M M O Ku u G f
 (17) 

 
fu fu kfufu fu

ddfu ddfu bfubfu dfu

          
        
          

q q fI O Ω O

O M O K GG f
 (18) 

Subscript , ,lw rw fu represent left wing, right wing and fuselage. Displacement and force 

coordination conditions are: 

 
blw bfulw

brw bfurw





u u

u u
 (19) 

Where the ,bfulw bfurwu u is connection freedom between fuselage with left wing and right wing. 

2.3  Aerodynamics Model  

Non-planar DLM can be used to complete stable analysis. Unsteady aerodynamic force is 
given as: 

 
2

0 1 22
[ ) ]

2 4

ref ref

S A SS S SS S SS S a

c c
q

V V


 

   Φ f A q A q A q Dx  (20) 

Structure model and aerodynamic model can be linearized around trim configuration9 and 
comprehensive assembled to a state-space model: 

 
ae ae aex A x  (21) 

Where 
aex is the state variable vector and 

aeA is the state matrix. The eigenvalues of state 

matrix represent the stability of system.  

3  Numerical Results 

3.1  Flying wing model 

A numerical example of flying wing model is given here to illustrated the theoretical 
modeling process and stable characteristics of rigid-elastic coupled problem. Fig.1 shows 
the flying wing model used to implement the stability analysis established in this paper. 
Main design parameters have been given in Table.1. This flying wing is constructed of a 
central wing-fuselage fusion, two side wings, and a vertical tail at each wing tip. Two control 
surfaces are arranged at the trailing edge of the wing, acting as elevators, ailerons, and 
wing flaps via differential and linkage motion control. The FEM model of the flying wing is 
constructed with beam elements and concentrated mass elements. The non-planar DLM 
are used to establish the unsteady aerodynamic model for the flying wing. For longitudinal 
flight analysis, three degrees of freedom of longitudinal rigid-body motions and elastic 
modes are considered. Small perturbation linearized is based on the nonlinear trim analysis 
under large-amplitude deflection and the structural modes are different in different load 
conditions.  
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Figure 1: Flying Wing 

Table 1: Design parameters of flying wing 

Wing span Wing area Aspect ratio Airfoil of wing Mass 

4.80m 1.345𝑚2 17.1 EMX-07 20.0kg 

𝐼𝑥𝑥 𝐼𝑦𝑦 𝐼𝑧𝑧 𝐼𝑥𝑧 Fuselage Length 

3.572kg𝑚2 0.834kg𝑚2 4.005kg𝑚2 0.003kg𝑚2 1.033m 

3.2  Numerical results 

Consider the case of straight level flight and conduct the longitude stability analysis. In 
elastic analysis, only elastic modes are involved in dynamic equations and rigid-body 
motions are not consideration. In the integrated analysis, both elastic modes and rigid-body 
motions are considered. Additionally, to reveal effects caused by geometric nonlinearity, 
both linear and nonlinear results are illustrated. In linear analysis, there are no nonlinear 
stiffness terms in structural ROM of wing components. Fig.2 shows the linear flutter 
analysis results with only elastic modes. The critical flutter speed is 49.0m/s, and mode 5 
participates in flutter. Fig.3 shows the nonlinear flutter analysis results with only elastic 
modes. The critical flutter speed is 36.5m/s, which is different form linear analysis results. 
Nonlinearities affect stability obviously. Now, take motions of the rigid body into 
consideration, Fig.4 shows the linear analysis results with rigid-body motion and elastic 
modes. Two branches of root locus cross the imaginary axis within the calculation range. 
When the flight speed reaches 30.0m/s, the short period mode locus crosses the imaginary  
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Figure 2: Linear elastic analysis results 
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Figure 3: Nonlinear elastic analysis results 

 

Figure 4: Linear integrated analysis results 
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Figure 5: Nonlinear integrated analysis results 
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axis, and the rigid-elastic coupling becomes unstable. Fig.5 shows the linear analysis 
results with rigid-body motion and elastic modes. Two branches of root locus cross the 
imaginary axis within the calculation range. When the flight speed reaches 25.5m/s, the 
short period mode locus crosses the imaginary. Nonlinearities affect stability obviously as 
well. Compared with elastic flutter analysis results, the critical stability flight speed of the 
coupled aeroelasticity and flight dynamics system is lower.  

3  Conclusions 

A theoretical framework for the stability analysis of the very flexible aircraft is established in 
this paper. The structural ROM is used for wing components modeling and nonlinear 
substructure method is used for aircraft system modeling. Non-planar DLM is used for 
aerodynamics modeling. The state-space equations are obtained, which can deal with 
rigid-elastic coupling problem.  
A very flexible flying wing model is selected as an example to illustrate the stability problem. 
Because of large flexibility and small pitching inertial of such aircraft, the critical stability 
flight speed is affected obviously by nonlinearities and rigid-motions. The flight dynamics 
and aeroelastic analysis should be performed simultaneously.  
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Data assimilation (DA) techniques provide a powerful framework to solve inverse problems in order
to determine unknowns in the set-up of a CFD code from synthetic or experimental observations.
Recently, a variational data assimilation approach was successfully applied to the identi�cation of
initial conditions of unsteady �ows past a rotationally oscillating cylinder [1]. In the present work,
we investigate the ability of using data assimilation schemes for the identi�cation of aeromechanical
parameters and initial conditions for �uid-structure interactions (FSI) due to elastically mounted rigid
bodies subject to a laminar �ow (Fig. 1). To this end, an ALE-based Navier-Solver is employed to
compute the unsteady wake �ow due to the free motion of 1DOF and 2DOF spring-mass systems.
Then, the inverse problem is solved using a four-dimensional ensemble-based variational (4DEnVar)
scheme [2], which does not require the computation of �rst-order adjoint model associated to the
CFD code. The robustness and e�ciency of the 4DEnVar algorithm are investigated for various FSI
problems and wake dynamics [3], including vortex induced oscillations of a cylinder, galloping of a rigid
body with a square cross section and aeroelastic �utter of a bridge deck in pitch and plunge motion.

Figure 1: Example of reference FSI solution of the aeroelastic �utter of a typical bridge section [2]
whose synthetic measurements in the wake �ow are used to identify the structural properties using DA.
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unsteady �ows past a rotationally oscillating cylinder, Journal of Fluid Mechanics, 823: 230-277, 2017
2 C. Liu, Q. Xiao, B. Wang An ensemble-based four-dimensional variational data assimilation scheme.
Part I: technical formulation and preliminary test, Mon. Weather Rev., 136, pp. 3363-3373, 2008
3 W. Dettmer and D. Peric. A computational framework for �uid-rigid body interaction : Finite
element formulation and applications. Computer Methods in Applied Mechanics and Engineering, 195
:1633-1666, 2006

521



Second International Symposium on Flutter and its Application 

 

Flutter analysis based on state-space model of unsteady vortex-

lattice method 

 
Lan Yang1, Changchuan Xie2 and Chao Yang3 

 
1 Beihang University, Beijing, China, yanglanby@buaa.edu.cn 
2 Beihang University, Beijing, China 
3 Beihang University, Beijing, China 

 

Abstract  

This paper is aimed at introducing a time-domain flutter solution based on state-space model 

of unsteady vortex-lattice method(UVLM). Unsteady aerodynamic analysis for arbitrary 

kinematics of the wing including the elastic vibration of the structure can be conducted by 

UVLM. Then it is coupled with structural dynamics based on finite element method(FEM) and 

provides aeroelastic response under different flight speeds. The flutter boundary can be 

determined by the displacement response results. The implementation of a cantilever wing is 

verified against classical solutions by p-k method. 

 

Keyword: flutter, vortex-lattice method, state-space model. 

 

1  Introduction 

 

Flutter is one of the most important aeroelastic instabilities in aircraft design. When 
the flight speed increases over the flutter boundary, the aircraft structure will oscillate 
severely under the interaction of aerodynamic loads, structural internal force and 
inertial force until the structure damage happens.  
 
Classical flutter analysis is commonly based on Theodorsen theory(1) for 2D cases and 
doublet-lattice method(DLM)(2) for 3D cases , which are frequency domain unsteady 
aerodynamic formulations. The aircraft is assumed to have harmonic motions under a 
series of reduced frequency. And flutter problem is solved by solving the eigenvalue 
problem of a frequency domain linear equation using some dedicated numerical 
methods like v-g, p-k, and g method. Although such methods are widely used and 
integrated in commercial software like MSC. Nastran, there are some limitations. 
Because of the form of frequency-depended aerodynamic matrices, an artificial 
damping is introduced when solving the flutter equation. Therefore only at the flutter 
point this artificial term is eliminated and the solution reflects on actual physical 
situation(3). Moreover, it is more intuitive to judge the system stability by response in 
time domain. Especially for nonlinear systems, flutter is not simply an exponential 
vibration but limit-cycle oscillation(LCO), which can only be modelled in time domain. 
    
Unsteady vortex-lattice method (UVLM) provides a medium-fidelity tool of aerodynamic load 

computation in time domain and is applied generally in aeroelastic researches(4). It is based 

on potential flow equations and allows various aerodynamic configuration with arbitrary 

motions in time domain. It is able to describe the wake roll-up situation when using a free-

wake model, which is more accurate than a flat wake in situations of large-amplitude motions 

and large deformations, while DLM is restricted to small out-of-plane harmonic motions 
with a flat wake, which is not suitable for such cases. As a time-domain method, UVLM is 
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easy to use in response problems and multidisciplinary problems such as coupled 

aeroelasticity and flight dynamics and aeroservoelasticity. The transient aerodynamic 

response can be obtained without a rational function approximation which may lead to a phase 

difference if used inappropriately. 

 

The implementation of UVLM is introduced in detail by Katz and Plotkin(5). Many researches 

on aerodynamic and aeroelastic problems have been conducted using different forms of 

UVLM. Hall proposed a discrete-time state-space model of UVLM in order to construct 

reduced order models of unsteady aerodynamic flows(6). Werter et al developed a continuous-

time state-space formulation of UVLM and applied it to arbitrary nonuniform flows(7). Palacios 

et al introduced a non-dimensional state-space model of UVLM and then linearized it to couple 

with beam dynamics to generate a framework of aeroelasticity(8).  

 

This paper is aimed to solve flutter problems based on a continuous-time state-space UVLM 

model. Referring to the time-stepping solution of UVLM, the continuous-time state-space form 

is developed using a fixed wake model. Unsteady boundary conditions and unsteady Kutta 

condition for the trailing edge are applied to build the fluid dynamic equation. The unsteady 

aerodynamic force is obtained by unsteady Bernoulli equation. The method can be applied to 

compressible flow by Prandtl-Glauert transformation. Integrated with structural dynamic 

equations based on FEM by surface spline interpolation, the aeroelastic response can be 

simulated and therefore the flutter boundary is confirmed. Although this paper only provides a 

linear solution, it can be extended to nonlinear cases readily by using nonlinear structure 

models. In the numerical part, a cantilever wing is researched to testify this time-domain flutter 

solver. The flutter result is consistent with the conventional p-k method.  

 

2  Continuous-time state-space model of UVLM 

 

For inviscid irrotational flow, potential flow theory is a powerful tool for aerodynamic analysis. 

The governing equation under small-disturbance hypothesis can be written as 

  2

2

1
1 2 0xx yy zz xt tt

M
M

a a
    



 

       (1) 

After the Prandlt-Glauert transformation and ignoring the terms of time derivative, it is reduced 

to Laplace equation: 

 
2 0    (2) 

Then we can use vortex rings to model the disturbance caused by the wing. As Figure 1 shows, 

the lifting surface is divided into quadrilateral elements in chordwise and spanwise directions.  

The wake is also discretized into several elements, each of which is of equal size x in the 

streamwise direction. And the length of the wake is set as 10 chord lengths. For flutter analysis 

we use flat fixed wake model, but it is also allowed to use a nonplanar free wake model for 

more precise calculation. The velocity induced by a vortex ring at an arbitrary position is 

calculated by the Biot-Savart law: 

 
34 C

d

r

 
 

l r
w  (3) 

Then the Neumann boundary condition can be described as 

 0 0( ) ( ) ( ) ( )b b w w wl wlt t t t  K Γ K Γ K Γ w  (4) 

where 0, ,b w wlΓ Γ Γ  are vortex strength of wing boundary elements, the first row of wake 
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elements and other wake elements, respectively. 0, ,b w wlK K K  are the corresponding 

aerodynamic influence coefficient matrices calculated using Eq.(3). ( )tw on the right side of 

the equation is the kinematic velocity of the lifting surface due to the motion of the wing 

projected on the normal direction of each element, including the rigid body motion and the 

structural oscillation.  

The unsteady Kutta condition of the trailing edge can be written as  

    0 0 0 1 0

1 1
( ) ( ) ( ) ( ) ( )w w w b wt t t t t t

t t
    
 

Γ Γ Γ C Γ Γ  (5) 

It is actually the first order approximation from the discrete time stepping formulation, which 

means the strength of the most recently shed wake vortex ring is set equal to that in the 

previous time step. According to the Helmholtz theorems, once the wake vortex is shed, its 

strength stays unchanged, which means 

 
, , , 1 ,

1 1
( ) ( ) ( ) ( ) ( )

i j i j i j i jwl w w w wt t t t t t
t t 

          
    

 (6) 

Summarizing Eq. (4) to (6) and integrating 0wΓ and wlΓ  into one vector wΓ , the continuous-

time state-space model of UVLM is deduced:  

 ( ) ( ) ( )w c w ct t t Γ A Γ B w  (7) 

After solving this ordinary differential equation, the aerodynamic loads can be obtained by 

unsteady Bernoulli equation: 

 
, , ,

, 1 , 2

1 2

b ij b ij b ij

ij l ij l ijp
t


 



    
      

    

V τ V τ  (8) 

where 1 2,τ τ are two tangent vectors and lV  is the local velocity of the panel. It can also 

written in state-space form:  

Figure 1 Vortex lattice model for a wing 
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        1 2 3A wt t t t  F A Γ A w A w  (9) 

This UVLM model is suitable for arbitrary unsteady motions when setting different 

kinematic motions ( )tw . When applied to aeroelastic analysis, the unsteady downwash 

should include the structural vibration velocity interpolated from the results of structural 

dynamics.  

 

3  Aeroelastic model  

 

In this paper, structural dynamics is based on finite element method, which is widely used in 

aeroelastic domain: 

 S Mu Ku F  (10) 

After obtaining the displacements and the vibration velocity of structure grids, the normal 

vectors of aerodynamic elements are updated. And the vibrations also contribute to the local 

downwash: 

    0k motionw    V V n n  (11) 

which is another cause to the elastic incremental aerodynamic loads. 

 

The interpolation between the aerodynamic and structural model is based on generalized 

surface spline method(9). It describes the mapping relation from an N-dimension space to an 

M-dimension space, which is expressed as 

 
2 2

1 1 1

1 1

( ) ln( )
N n

k k k k

p p N i i i

p i

w c c x c r r   

 

    X   (12) 

where 1{ , , }N

i i ix xX ( 1,2, , )i n  is the given vector in N-dimension space and 
1{ , , }M

i i iw wW ( 1,2, , )i n is the corresponding image vector. When we apply it into the 

displacement interpolation, the relation between the given displacements of structural grids 

SU  and the displacements vector of aerodynamic grids AU  can be written in matrix form 

using  

 A SU GU   (13) 

where G  is the spline matrix based on Eq. (12). The equivalence between the aerodynamic 

force AF  and the structural force SF  is then established through the virtual work principle 

 
T T

A A S S U F U F   (14) 

Thus the force interpolation relation yields 

 
T

S AF G F   (15) 

Through the interpolation, the tangent mapping can be obtained as well by calculating the first-

order partial derivatives of Eq.(12). According to the definition of tangent vector and tangent 

mapping, it’s easy to obtain the tangent or normal vectors of the configuration. In linear cases, 

the interpolation matrices only need to be calculated once because of the small deformation 
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hypothesis. 

 

4  Numerical investigations 

 

In this paper, a high aspect ratio wing is taken as an example for aeroelastic response analysis. 

The detailed design parameters of the wing is presented in Table 1. The structural stiffness is 

all provided by a cross-section single aluminous beam, which is located at 40% of the local 

chord. The ribs are only used for maintaining the wing shape. Figure 2 shows the finite element 

model of the wing. And Table 2 shows the first six natural modes of the structure model. 

 

Table 1 Design parameters  

Item Value 

Semi span (mm) 1542.1 

Chord of the wing root (mm) 263 

Chord of the wing tip (mm) 71 

Aspect ratio 18.6 

Reference area (mm2) 2.6e+5 

Beam location 40% of the local chord 

Weight (kg) 3.1 

 

 

Table 2  Natural mode information 

Mode Frequency (Hz) 

1st vertical bend (V1) 3.28  

1st horizontal bend (H1) 5.07  

2nd vertical bend (V2) 9.89  

2nd horizontal bend (H2) 16.87  

3rd vertical bend (V3) 25.15  

1st twist (T1) 29.75  

 

Figure 2 Finite element model of a cantilever wing 
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In order to judge the stability of the aeroelastic system, a disturbance of velocity is set as the 

initial condition of the structural dynamics. And the flutter boundary is obtained by the 

aeroelastic response along with increasing flight speed. 

 

Figure 3 shows the aeroelastic response of the wing tip in time-domain under different flight 

speeds. When the flight speed is under the flutter boundary, the displacement disturbance 

vanishes, illustrated in (a) and (b) of Figure 3. The response of displacement becomes almost 

equal amplitude when the flight speed nearly reached the flutter speed, shown in (c). If the 

flight speed is over the flutter boundary, the aeroelastic response diverges as shown in (d). 

Figure 4 shows the fast Fourier transform result of the response, which tells the flutter 

frequency is 14.5Hz.  

 

(a)  V = 51.5m/s                            (b) V = 51.7m/s 

(c)  V = 51.8m/s                            (d) V = 52.0m/s 
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Figure 3 Aeroelastic response of the cantilever wing under different flight speeds 
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The flutter result based on time-domain aeroelastic response is compared with conventional 

analysis based on p-k method. As Figure 5 shows, when the flight speed reaches 50.2m/s, the 

1st vertical bending mode couples with the 1st twist mode and causes flutter. The corresponding 

flutter frequency is 14.6Hz. The consistence of the flutter results based on two methods proves 

the effectiveness of the formulation we introduced in this paper. 

 

 

5  Conclusions 

 

In this paper, a time-domain flutter solution based on continuous-time state-space model of 

UVLM is proposed. Finite element method is used in structural dynamic analysis. Dynamic 

aeroelastic response analysis is conducted by coupling aerodynamics and structural dynamics 

with interpolation. Through comparison of the time-domain aeroelastic response results under 

different flight speeds, the flutter boundary can be obtained. This flutter formulation is testified 

by the frequency-domain solver based on p-k method. Although this paper provides a linear 

flutter case, it is easily applied to nonlinear aeroelastic systems by using nonlinear structural 

models. The time-domain aeroelastic solution also has advantages in flutter suppression and 

gust problems. 
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Figure 4 Fast Fourier transform of the time-domain response 

Figure 5 Flutter analysis based on p-k method 
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In this work, we investigate the effect of external additive noise on a thin airfoil undergoing
motion in pitch and plunge degrees of freedom in the presence of a uniform, incompressible
flow using concepts from recurrence networks. Aeroelastic flutter and its onset is one of the
prominent criteria for design of airfoils and noise has been known to change the dynamics of such
structures substantially1. In this study, we consider the effect of additive noise and observe that
the noise brings in major dynamical changes in the airfoil response. The deterministic system
undergoes a sub-critical Hopf bifurcation beyond which the system enters a state of limit cycle
oscillation (LCO), and the reduced velocity at which this occurs is called flutter point. A saddle
node bifurcation occurs at a reduced velocity lower than the flutter point, which births two LCOs
— one stable and another unstable, and this reduced velocity is called the turning point. Thus,
when the reduced velocity is in the region between the turning and the flutter point, the system
displays a bi-stable behaviour. We observe that this bi-stable behaviour leads to interesting
dynamics when external noise acts on the system directly. In the presence of noise, the system
jumps between the two attractors (~0 fixed-point and the stable LCO) displaying intermittent
dynamics. As we fix the reduced velocity in the bi-stable regime and vary the noise intensity
(σ), we observe an interesting phenomenon in the flutter system called stochastic resonance2.
At very low values of σ the system does not display intermittent dynamics producing a low value
of signal-to-noise ratio (SNR). As σ is increased the system hops between the two attractors
and the SNR value increases. When σ is further increased, the system dynamics is completely
dictated by the external noise and the SNR value decreases. This phenomenon where SNR
value reaches a peak at an optimum noise intensity is termed as stochastic resonance2. We
characterize this phenomenon by also using the power spectrum estimates and mean residence
time of the responses. As a next step, to characterize and visualize the dynamics of the responses
effectively, we represent the time series as a complex network. This is done by interpreting the
recurrence matrix derived from the phase space as its associated adjacency matrix3. These
networks are studied to provide insights into various measures like clustering coefficient and
closeness centrality3, revealing more details on the dynamics of the system.

1 Venkatramani, J., Nair, V., Sujith, R.I., Gupta, S., Sarkar, S. (2016). Precursors to flutter instability
by an intermittency route: A model free approach. Journal of Fluids and Structures, 61, 376-391.
2 Dykman, M., McClintock, P. (1999). Stochastic Resonance. Science Progress, 82, 113-134.
3 Donner, R.V., Zou, Y., Donges, J.F., Marwan, N., Kurths, J. (2010). Recurrence networks- a novel
paradigm for nonlinear time series analysis. New Journal of Physics, 12, 033025.
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Due to strong nonlinear properties of post-critical flutter, the generalization of 
self-excited force model for entire flutter process (including growth stages, decay stages and 
steady limit cycle oscillations (LCOs)) of bluff bodies is a very critical issue. In this paper, a 
self-excited force model based on LSTM neural networks incorporated with the numerical 
simulation of governing equation of the dynamic system is proposed to describe the 
nonlinearity of post-critical flutter behaviors, which is shown in Fig. 1. 

  

Fig. 1 Schematic diagram of the self-excited force model based on proposed LSTM networks. 

A series of flutter tests of spring-suspended sectional models with different leading 
edges are conducted to investigate the effects of aerodynamic configurations on the flutter 
behaviors. The shape of leading edges is an isosceles triangle and the vertex angles varied 
from 90° to 180°, including 105°, 120°, 130°, 135°, 140°, 150°, 165° and 180° (a 180° vertex 
angle means a rectangular leading edge) and the flutter responses and self-excited forces 
are measured to collect data.  

In tests, as the leading edge becomes bluffer and the vertex angle is larger than 105°, 
the type of flutter transforms from divergent flutter to post-critical flutter. The experimental 
data from specimens with 135°, 140° and 165° are employed to train the proposed networks. 
And the experimental data from specimens with 120°, 130°, 150° and 180° are employed as 
predictions to verify the effectiveness and generalization of the trained networks.  

    
Fig. 2 RMS of the predicted response and self-excited force amplitude of the LCOs  

It can be seen from Fig. 2 that the varying tendency of the predicted response and 
self-excited force amplitude versus an increasing wind speed agrees well with the 
experimental results except the specimen of 120°. The aerodynamic configuration of the 
specimen of 120° as a special specimen is close to the transition configuration where the 
category of flutter transforms from divergent flutter to post-critical flutter. As a result, a small 
change of the configuration will make a drastic effect to the aerodynamic characteristic of the 
flutter. That means the trained self-excited force model is very sensitive to the shape 
parameter for the specimen of 120°. 
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Abstract

High-performance nonlinear flutter and post-flutter predictions are critical for designing a
variety of fluid-structural systems. However, these predictions are frequently prohibitive due to
their high computational cost. Moreover, existing flutter and post-flutter prediction methods
require knowledge of the system equations and allow for variations in only one control parameter
at a time. To address these shortcomings, this paper presents a novel model-free method for
nonlinear flutter forecasting in fluid-structural systems with multiple varying parameters. The
method uses only output data from a handful of transient responses in the pre-bifurcation
regime. Flutter and post-flutter dynamics of a geometrically nonlinear wing are forecasted for
varying speed and torsion stiffness, showing good agreement with time-marching results.

Keyword: Nonlinear flutter, post-flutter dynamics, model-free bifurcation forecasting

1 Introduction

High-performance nonlinear flutter predictions are critical for designing a variety of fluid-
structural systems such as very flexible aircraft, wind turbines, suspension bridges, and energy
harvesters. Furthermore, predicting post-flutter dynamics of these systems is also critical as
subcritical limit-cycle oscillations can arise before reaching the flutter boundary [1].

Several model-based techniques exist for predicting nonlinear flutter bifurcations including
direct time marching, harmonic balance, nonlinear perturbation methods, and numerical contin-
uation (see Ref. [2] for a review). These techniques have given valuable insights into bifurcations
of simple nonlinear fluid-structural systems, but they are frequently impractical for large-scale
systems due to the heavy computational effort they require. Furthermore, model-based non-
linear flutter and post-flutter analysis techniques typically consider only one varying control
parameter at a time (e.g., speed). Thus, these techniques are unsuited to design applications
that require computations for several operating conditions and parameter choices. Finally, most
of model-based techniques require knowledge of the system equations, and thus, they are highly
intrusive and inapplicable whenever an accurate model of the system is not available.

Model-free techniques have been proposed that forecast nearby flutter bifurcations by fitting
and extrapolating stability metrics evaluated using output data from transient responses of the
system in the pre-bifurcation regime [3–5]. Alternate model-free approaches also exist that
identify a reduced-order model of the system from transient outputs and use it for predicting
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flutter [6–8]. These model-free techniques are applicable to linear and nonlinear fluid-structural
systems using output data from numerical simulations or experimental tests. However, they do
not provide information on the post-flutter dynamics.

Recently, a model-free method, called the bifurcation forecasting method [9–16], was pro-
posed for predicting nonlinear flutter bifurcations and post-flutter dynamics of fluid-structural
systems by leveraging the critical slowing down (CSD) phenomenon [17]. As a system control
parameter approaches its critical value at a point on the flutter boundary, the CSD leads to
longer transients before the system recovers its initial equilibrium state after being perturbed in
the pre-flutter regime. The CSD can be quantified based on output data from pre-bifurcation
transient responses and used for predicting a range of the bifurcation diagram without entering
the post-flutter regime or requiring knowledge of the system equations.

The bifurcation forecasting method is a promising approach for predicting nonlinear flutter
and post-flutter dynamics of large-scale fluid-structural systems. The method is non intrusive
and can be applied using data from black-box numerical simulations or experiments. However,
the method assumes one varying control parameter at time. To address this shortcoming, this
paper proposes a novel generalized bifurcation forecasting method for systems with multiple
varying parameters. The proposed method enables efficient, model-free flutter bifurcation fore-
casting in multi-dimensional control-parameter spaces, which is of interest for design space
exploration, sensitivity analysis, and uncertainty quantification of large-scale nonlinear fluid-
structural systems.

The paper is organized as follows. The proposed method is presented in Sec. 2. The method
is demonstrated in Sec. 4 on a geometrically nonlinear wing test case described in Sec. 3 and
verified with alternate approaches. Concluding remarks are given in Sec. 5.

2 Theoretical Formulation

A multi-parameter bifurcation forecasting method is derived in Sec. 2.1 for a one-dimensional
system. Application to large-dimensional fluid-structural systems is discussed in Sec. 2.2.

2.1 One-Dimensional Non-Oscillatory System

Consider a one-dimensional non-oscillatory nonlinear system governed by N control parameters
listed in the vector µ = [µ1, ... ,µN ]. The system governing equation can be written as

ṙ = f (r ,µ) , (1)

where r is amplitude and the overdot denotes the derivative with respect to time t. The recovery
rate of the system is introduced as:

λ :=
d

dt
ln r =

ṙ

r
, (2)

and is generally a nonlinear function of r and µ. System equilibrium solutions r0 such that
f (r0,µ0) = 0 bifurcate for certain values of the control parameters defining the critical stability
boundary. The post-critical bifurcation diagram in the µ− r space satisfies:

λ(r ,µ) = 0 . (3)
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For a fixed amplitude r = r̃ , Eq. (3) defines a section of the bifurcation diagram in the control-
parameter space that is a boundary of dimension N − 1. For r = r0, this reduces to the system
critical stability boundary and the recovery rate reduces to the damping of the linearized system.

Close to a point µ̃c = [µ̃1c , ... , µ̃Nc ] on the stability boundary, that is, a point in the
control-parameter space such that λ(r0, µ̃c) = 0, Eq. (1) can be expanded in a Taylor series:

ṙ = r [α0(r) +
N∑

i=1

α
(i)
1 (r)(µi − µ̃ic ) +

N∑

i ,j=1

α
(ij)
2 (r)(µi − µ̃ic )(µj − µ̃jc ) + HOT ] . (4)

The coefficients α0, α
(i)
1 , and α(ij)

2 (i , j = 1, ... ,N) are polynomial functions of r independent
of µ and they characterize the bifurcation type (subcritical or supercritical). Since the Taylor
series expansion in Eq. (3) is with respect to the control-parameter vector µ and not amplitude
r , it holds for large amplitudes. This is a key feature of the method that allows predicting large
ranges of the bifurcation diagram in a neighborhood of µ̃c .

Using Eq. (4) and truncating higher-order terms, Eq. (2) is rewritten as:

λ(r ,µ) ≈ α0(r) +
N∑

i=1

α
(i)
1 (r)(µi − µ̃ic ) +

N∑

i ,j=1

α
(ij)
2 (r)(µi − µ̃ic )(µj − µ̃jc ) . (5)

At a fixed amplitude, the recovery rate λ decreases quadratically with the distance µ− µ̃c due
to the CSD. At a fixed point in the control-parameter space, the recovery rate varies nonlinearly
with amplitude as described by the coefficients α0, α

(i)
1 , and α(ij)

2 (i , j = 1, ... ,N).
The above formulation provides a framework for forecasting the bifurcation diagram of

the system (1) in a neighborhood of µ̃c using only output data from a handful of transient
responses in the pre-bifurcation regime. Specifically, the method requires Nµ ≥ 1 +N transient
responses when only the first-order terms are retained in Eq. (4). This increases to Nµ ≥
1 +N +N(N + 1)/2 when the second-order terms are also retained 1. The transient responses
must be obtained for control-parameter vector samples µl (l = 1, ... ,Nµ) defining Nµ − 1
linearly independent directions in the control-parameter space. However, perturbations used for
generating the transient responses can be of any amplitude and type.

For each control-parameter vector sample µl (l = 1, ... ,Nµ), the system in Eq. (1) is
perturbed from its equilibrium configuration to collect output data r(tk ,µl) = rkl (k = 1, ...Nr ).
These output data can be obtained from black-box numerical simulations (when a model of the
system is available) or even from experimental tests. Once output data are collected, recovery
rates λ(rk ,µl) = λkl (k = 1, ... ,Nr , l = 1, ... ,Nµ) can be computed for each amplitude and
control-parameter vector sample using finite differences:

λ ≈ ln r+ − ln r−
2∆t

, (6)

where r+ and r− are the response amplitudes at the times t + ∆t and t−∆t, respectively, and
∆t is the time step.

1Assuming that the bifurcation mechanism does not change for small variations in the control parameters, the
symmetry condition αij = αji reduces the number of necessary transient responses from N2 to 1+N+N(N+1)/2.
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Next, recovery rates at a selected amplitude r̃k are fitted in the control-parameter space
using a polynomial function consistent with Eq. (4):

λ(r̃k ,µ) = a0(r̃k) +
N∑

i=1

a
(i)
1 (r̃k)µi +

N∑

i ,j=1

a
(ij)
2 (r̃k)µiµj . (7)

where a0(r̃k), a(i)1 (r̃k), and a(ij)2 (r̃k) are the coefficients of the fitting function at the amplitude r̃k .
Once these coefficients are known, Eq. (7) can be used for computing points on the bifurcation
diagram at the amplitude r = r̃k along any direction in the µ space.

The control parameter vector at a point on the bifurcation diagram can be written as
µ̃ = µ0 + δ̃µ, where µ0 is a reference point in the control-parameter space, µ is a unit vector
with origin at µ0, and δ̃ is a scalar unknown determined by enforcing:

λ(r̃l , µ̃) = a0(r̃l) +
N∑

i=1

a
(i)
1 (r̃l)

(
µ0i + δ̃µi

)
+

N∑

i ,j=1

a
(ij)
2 (r̃l)

(
µ0i + δ̃µi

) (
µ0j + δ̃µj

)
= 0 . (8)

Solving Eq. (8) for different directions µ (or for different reference points µ0) allows one to
build a section of the bifurcation diagram in the µ space at the amplitude r = r̃k without
requiring additional output data. Next, repeating for different amplitudes allows one to build a
range of the bifurcation diagram in the µ− r space.

The proposed method has unique features compared to existing methods for bifurcation
analyses. The method accounts for variations in an arbitrary number of control parameters, it
does not use the system equations, and it has low output data requirements. These features
make the method an efficient and non-intrusive approach for numerical or experimental bifur-
cation analyses of large-scale fluid-structural systems. Once recovery rates are known along
certain directions in the µ space, ranges of the bifurcation diagram can be forecasted in dif-
ferent directions without requiring additional output data, which favors parametric analyses.
Finally, the method can characterize large-amplitude ranges of the bifurcation diagram because
it does not linearize the system dynamics. The only assumption is that the system dynamics
be smooth with respect to the control parameters in a neighborhood of the point µ̃c , so that
the Taylor expansion in Eq. (4) remains valid.

2.2 Large-Dimensional Oscillatory Systems

Section 2.1 detailed the proposed method formulation for a 1D non-oscillatory system where
all the outputs can be used for computing recovery rates using Eq. (6). However, nonlinear
fluid-structural systems typically exhibit oscillatory transient responses where output data at
subsequent times correspond to different phases and cannot be used in Eq. (6). Furthermore,
while oscillatory responses may involve many modes, only one mode is typically involved in the
flutter bifurcation and exhibits CSD.

These problems can be addressed by means of signal decomposition and phase fixing as
proposed in previous work on the one-parameter bifurcation forecasting method [11–16]. Signal
decomposition allows for isolating the response contribution due to the bifurcating mode in the
transient responses. Next, a phase is fixed for the decomposed transient signal for the degree
of freedom (DOF) of interest for forecasting the bifurcation diagram for the selected phase.
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Figure 1: BWB half-vehicle planform and reference beam axis (dashed line).

3 Test Case

The fluid-structural test case used in this work is based on the blended-wing-body (BWB)
aircraft model introduced in Ref. [18]. This test case is chosen for its geometrically nonlinear
behavior and the availability of bifurcation analysis results previously obtained by the authors
using the one-parameter bifurcation forecasting method [19, 20].

This work considers the half-vehicle BWB as clamped at the centerline. The configura-
tion is assumed to be at zero angle of attack and self weight is neglected. Output data for
applying the method are obtained by simulating transient responses of the half-vehicle BWB
to “1-cosine” gust inputs having maximum amplitude of 4 m/s and duration of 0.1 s. Gust
responses are simulated using the University of Michigan’s Nonlinear Aeroelastic Simulation
Toolbox (UM/NAST) [18]. This is a low-order multidisciplinary framework for simulating very
flexible aircraft using a geometrically exact strain-based beam formulation [21] coupled to var-
ious aerodynamic formulations and to the rigid-body equations of motion (for free flight).

The half-vehicle BWB planform along with the location and discretization of the UM/NAST
reference beam axis are shown in Fig. 1. The model aerodynamic and structural properties are
reported in Table 1. The structure is subdivided into a stiffer 3-element center body and a
flexible 8-element wing. Nine concentrated masses of 2 kg are equally spaced along the wing
reference beam axis, with an additional mass of 80 kg placed at the body nose. The first
10 in-vacuum natural frequencies are reported in Table 2. Unsteady aerodynamics is modeled
using the Peters’ finite-state unsteady airfoil theory [22] combined with a NACA0012 lookup
table at Reynolds number 1.5× 105 and Mach number 0.041 for determining the aerodynamic
coefficients along the span. A tip loss factor is used for including three-dimensional effects.

Note that the BWB model in UM/NAST is described for completeness, but it is not used
when applying the proposed method. The method uses only output data from BWB gust
responses where UM/NAST is treated as a black box.
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Table 1: BWB aerodynamic and structural properties.

Property Body Wing

Chord at member root (m) 1.39 0.55
Chord at member tip (m) 0.55 0.55
Reference axis location at member root (% chord) 64.38 45.60
Reference axis location at member tip (% chord) 45.60 45.60

Axial stiffness (N) 1.69× 108 1.55× 108

Torsion stiffness (N·m2) 2.25× 106 1.10× 104

Out-of-plane bending stiffness (N·m2) 7.50× 105 1.17× 104

In-plane bending stiffness (N·m2) 3.50× 107 1.30× 105

Mass per unit span (kg/m) 50 6.20
Out-of-plane moment of inertia per unit span (kg·m) 0.70 5.00× 10−4

In-plane moment of inertia per unit span (kg·m) 22.00 4.62× 10−3

Table 2: BWB natural vibration frequencies in undeformed shape.

Mode # Mode type Frequency (Hz)

1 Out-of-plane bending 2.19
2 In-plane bending 7.36
3 Out-of-plane bending 13.74
4 Out-of-plane bending 38.32
5 In-plane bending 46.75
6 Out-of-plane bending 66.25
7 Out-of-plane bending 88.19
8 Out-of-plane bending 95.45
9 In-plane bending 134.19
10 Torsion 134.77

537



Second International Symposium on Flutter and its Application, 2020

(a) Simulation #1 (U = 158 m/s, σ = 1) (b) Simulation #2 (U = 159.5 m/s, σ = 1)

(c) Simulation #3 (U = 158 m/s, σ = 0.97) (d) Recovery rates

Figure 2: BWB transient responses and recovery rates for varying flow speed U and wing torsion
stiffness scaling factor σ.

4 Results

The multi-parameter bifurcation forecasting method proposed in Sec. 2 is applied to the clamped
BWB considering the flow speed U and the scaling factor for the wing torsion stiffness σ as
the varying control parameters (µ = [U ,σ]). With this choice, and assuming a first-order
Taylor expansion in Eq. (5) corresponding to a linear recovery rate fitting, the method requires
a minimum of three transient responses. Two transient responses are obtained at U = 158 m/s
and U = 159.5 m/s while considering the baseline wing torsion stiffness, that is, σ = 1. One
additional transient response is obtained at U = 158 m/s and σ = 0.97, which corresponds to
a 3% lower wing torsion stiffness.

Output data from the transient responses are used for forecasting the bifurcation diagram
as a function of U and σ using the procedure detailed in Sec. 2. With no loss in generality,
the method is applied considering the local maxima of the transient signals for the out-of-plane
bending curvature at the 8th BWB element (see Fig. 2). However, one could have used transient
signals for any other element or strain measure. Signal decomposition is not applied because
contributions from modes that do not bifurcate are negligible in the transient responses for this
application and flight conditions.
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Figure 3: BWB multi-parameter bifurcation forecasting results for varying speed U and wing
torsion stiffness scaling factor σ (red markers denote control-parameter values where output
data are collected).

The obtained transient responses and recovery rates are shown in Fig. 2. Recovery rates from
different transient responses are fitted using a bi-linear polynomial in U and σ for forecasting
the bifurcation diagram at each amplitude. Specifically, the proposed method is used for
investigating the sensitivity of the bifurcation diagram to variations in the wing torsion stiffness.
This is done by solving Eq. (8) for varying µ0 after fitting the recovery rates in Fig. 2(d) at
each amplitude.

Results in Fig. 3 show the bifurcation diagrams forecasted by keeping µ01 = U = 158 m/s
while varying µ02 = σ between 0.95 and 1.05, which corresponds to a ±5% variation in the wing
torsion stiffness with respect to the baseline design. The BWB shows a subcritical behavior
characterized by a narrow bi-stability region, as observed in previous work [19, 20]. While
variations in the wing torsion stiffness influence the amplitude of post-flutter responses, they
do not modify the type of bifurcation behavior. Note that the bifurcation diagrams for varying
wing torsion stiffness in Fig. 3 are obtained efficiently using only output data from the three
transient responses shown in Fig. 2. This is a unique feature of the proposed multi-parameter
bifurcation forecasting method that makes it a valuable tool for repeated computations required
in design space exploration, sensitivity analysis, and uncertainty quantification.

Bifurcation diagrams for selected values of the wing torsion stiffness scaling factor σ = 0.98,
1, 1.02 are compared with results from the one-parameter bifurcation forecasting method and
with UM/NAST time marching solutions in Fig. 4. Results from the one-parameter bifurcation
forecasting method are obtained by considering two transient responses at two pre-bifurcation
speeds for each new wing design. Comparisons are shown in Fig. 4. The bifurcation diagrams ob-
tained with the one-parameter and the multi-parameter bifurcation forecasting methods match
for σ = 1. This is expected because the same transient responses for σ = 1 are used in
both methods. The results for σ = 0.98 and σ = 1.02 show slight discrepancies because the
multi-parameter bifurcation forecasting method is applied without using any data for those
values of the wing torsion stiffness scaling factor. This is the main advantage of the proposed
formulation that considerably decrease the computational cost of bifurcation sensitivity anal-
yses while providing accurate results. The good agreement between the one-parameter and
the two-parameter forecasting results shows that the BWB bifurcation diagram can be reason-
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(a) σ = 0.98 (b) σ = 1

(c) σ = 1.02

Figure 4: Verification of the BWB multi-parameter bifurcation forecasting results in Fig. 3 for
wing torsion stiffness scaling factor σ = 0.98, 1, 1.02.

ably assumed to vary linearly with U and σ for small variations in the wing torsion stiffness.
Furthermore, both the one-parameter and two-parameter forecasting results match well with
the reference solution from time-marching simulations. Errors increase as moving away from
the flutter point, as expected because of the extrapolation used in the forecasting procedure.
This issue can be improved by increasing the number of transient responses in order to use a
second-order Taylor expansion in Eq. (5), and thus, a quadratic fitting and extrapolation of
the recovery rates. However, higher-order expansions also increase the sensitivity of forecasting
results to the presence of numerical errors or noise in the output data.

For completeness, the flutter speeds obtained from the bifurcation diagrams in Fig. 3 are
compared in Table 3 with reference results from the UM/NAST flutter solver. The flutter speeds
from the proposed multi-parameter bifurcation forecasting method match the reference values
with errors below 0.2% in the range of wing designs considered although they are obtained
using only three transient responses in the pre-flutter regime.
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Table 3: BWB flutter speed for varying wing torsion stiffness scaling factor σ.

Flutter speed (m/s)

σ (-) UM/NAST Proposed method Error

0.95 157.34 157.52 0.12%
0.96 157.84 158.01 0.11%
0.97 158.34 158.49 0.10%
0.98 158.83 158.98 0.09%
0.99 159.31 159.46 0.09%
1.00 159.80 159.95 0.10%
1.01 160.27 160.43 0.10%
1.02 160.74 160.92 0.11%
1.03 161.21 161.40 0.12%
1.04 161.66 161.89 0.14%
1.05 162.12 162.37 0.16%

5 Concluding Remarks

This paper presented a novel method for forecasting nonlinear flutter bifurcations and post-
flutter responses of fluid-structural systems with multiple varying parameters. The method
uses only output data from a handful of transient responses in the system pre-flutter regime
without requiring knowledge of the system equations. Flutter and post-flutter dynamics of
a geometrically nonlinear wing were forecasted for varying speed and wing torsion stiffness
using output data from a limited number of transient simulations. Results were verified with
solutions obtained using the one-parameter bifurcation forecasting method and direct time
marching, showing good agreement in the predicted bifurcation diagrams. The results showed
in this work demonstrate that the proposed multi-parameter bifurcation forecasting method
is a promising approach for efficient model-free nonlinear flutter forecasting in applications
involving multiple varying parameters. The proposed method is thus of interest for design
space exploration, sensitivity analysis, and uncertainty quantification of large-scale nonlinear
fluid-structural systems.
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While most aeroservoelastic (ASE) design and certification calculations are performed 

using linear frequency-domain models, increasing portions require adequate evaluation of 

nonlinear aerodynamic, structural or control-system effects.  An Increased-Order Modeling 

(IOM) methodology was developed for this purpose and presented a few years ago [1].  It has 

been applied to dynamic loads analysis at Airbus D&S [2] using the Dynresp code. 

A new Parametric Flutter Margin (PFM) method [3] for response-based flutter analysis 

was recently added to the IOM concept.  Being based on a single stabilizing parameter, such 

as a certain modal damping value or discrete mass that enhances the ASE stability, the PFM 

method facilitates very efficient massive sensitivity studies with respect to selected stabilizing 

parameters.  Furthermore, it facilitated safer flutter tests where flutter or nonlinear limit-cycle 

oscillation (LCO) boundaries of a certain configuration are positively identified while actually 

testing a more stable configuration. Two proof-of-concept wind-tunnel tests have already been 

performed with very encouraging results.   

A generalized frequency-domain ASE equation of motion for response analysis is cast in 

the form         ( ) ( ) ( ) ( )A i x i B i u i     

    ( ) ( ) ( )y i C i x i    

The resulting time-domain (t)x  may be modified by a convolution process, using the 

IOM method, to include the nonlinear effects of terms in (t)y on terms in (t)x . A PFM 

stability analysis is performed by adding a stabilizing parameter, fp , such that  ( )A i  is 

replaced by ( ) ( ) ( )fA i p B i C i     where the input and output vectors are of the same size. 

It can be shown that the velocity-frequency point for which there is an excitation vector 

 ( )fu i  that yields  ( )fy i  that satisfies   ( ) ( ) /f f fy i u i p  , must be a flutter onset 

point. The resulting eigenvalues and eigenvectors indicate the flutter conditions and modes.  

The resulting response to external excitation of the unstable modes, whether linear or 

nonlinear, may be used for extracting the associated load distributions using the 

mode-displacement or summation-of-force methods. The PFM results may be used for a 

direct evaluation of the incremental flutter parameter, fp , that causes flutter at selected 

velocities. Associated perturbation analyses may yield efficient ASE design with flutter and 

control-margin constraints.  

The unified IOM-PFM model construction and solution processes for obtaining 
flutter/LCO characteristics, without and with nonlinear elements, will be presented 
and discussed in the full paper.  The usage of the IOM-PFM framework in designing, 
conducting and post processing wind-tunnel and flight flutter tests with also be 
discussed and demonstrated using numerical simulations.  
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Abstract  
In this study, to clarify aeroelastic problems in transonic flight region, some types of 
sprayable two-color pressure-sensitive paints (PSP) were developed for measuring 
unsteady pressure field fluctuated by aeroelastic phenomena. For this purpose, effects of 
the dispersant added to the PSP and the content of titanium dioxide in PSPs to some 
characteristics of PSP was evaluated by results of static and dynamic calibration tests to 
developed PSPs. From results of static and dynamic calibration tests, it was found that 
higher pressure and temperature sensitivity was shown in case of PSP with dispersant. In 
addition, by increasing the content of titanium oxide in the PSP, it was found that it is possible 
to improve the time response characteristics of the PSP. 

Keyword: Aeroelastic phenomenon, Unsteady flow, Pressure-sensitive Paint (PSP) 

1  Introduction  

Recently, development of the supersonic aircraft is actively promoted in various countries. 
As flight speed of aircrafts increases, it is becoming increasingly important to consider 
aeroelastic problem in aircraft development. As one of such aeroelastic problems, there is 
“aileron buzz” problem in transonic flight region. This phenomenon is aileron’s vibration in 
transonic flight caused by changing aerodynamic force around the airfoil which is occurred 
by shock-wave/flow-field interaction. The type of aileron buzz is classified three patterns as 
difference of its vibration mechanism or position of shock waves by Lambourne as shown in 
Fig. 1 (Lambourne, 1964). 
 
   

(a) Type A (b) Type B (c) Type C 
Figure 1: Classification of aileron buzz pattern 

 
In “type A”, flow separation occurs behind shock wave which appears on airfoil region 
upstream of the aileron. By this flow separation, vibration of the aileron is generated. In “type 
B”, shock wave appears on the surface of the aileron. Position of shock wave moves 
depending on movement of the aileron. In “type C”, position of shock wave moves onto the 
trailing edge of the aileron, and flow speed on all the surface of the aileron become 
supersonic. These mechanisms are not completely clarified yet, and further detailed 
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research of flow phenomena on the airfoil under aileron buzz is needed to clarify aileron 
buzz. To clarify vibration phenomena like aileron buzz, it is necessary to clarify unsteady 
aerodynamic phenomena caused by shock-wave/flow-field interaction on the surface of the 
airfoil. Therefore, it is important to measure unsteady pressure field on the surface of the 
airfoil and clarify its phenomenological background. To measure unsteady pressure 
fluctuation on the test model like the airfoil in wind-tunnel testing, for example, various 
mechanical or electrical unsteady pressure sensors are generally used. However, pressure 
measurement by using this kind of sensors has limitation in spatial resolution and also 
difficult to install those on the thin wing model for wind-tunnel testing, for example, which 
simulate wings for hypersonic flyers. Therefore, other pressure measurement methods with 
high spatial resolution is needed. 
In this study, we focused on Pressure-Sensitive Paint (PSP) technique (Liu, T. and Sullivan, 
J.P., 2004) in order to solve these problems. PSP is a kind of the pressure sensor and uses 
quenching phenomenon of the pressure-sensitive dye by oxygen called “oxygen quenching” 
in measurement. The luminescence dye in PSP is excited by the excitation light source, and 
luminescence intensity from the excited dye varies depending on oxygen concentration 
around the excited dye, in other words, pressure around the excited dye. This technique 
realizes pressure distribution measurement of all over the surface of the test model which 
was painted PSP. Therefore, PSP measurement technique is much better than conventional 
discrete pressure measurement techniques in this point. 
In PSP measurement which is conducted in wind-tunnel testing, “intensity-based method” is 
generally used to measure pressure field using PSP. In principle, to calculate pressure 
distribution on the test model, wind-on and wind-off images during experiment, in which 
shape and/or position of the test model captured in those images are same in each picture, 
is needed for intensity-based method. However, for example, in dynamic wind-tunnel testing, 
the test model vibrates and/or deforms during experiment time-sequentially. Therefore, in 
DWT, it is difficult to apply this kind of PSP measurement technique because model shape 
and model position captured in wind-on and wind-off images in DWT are generally different 
in each image. Therefore, just taking the ratio like general PSP measurements cause errors 
due to these factors, and emission intensity ratio for calculating pressure is not be able to 
be calculated accurately in DWT. For example, Nakakita et al. (2009) conducted unsteady 
PSP measurement in transonic wind-tunnel testing to clarify transonic flutter phenomena on 
the thin wing, and it succeeded to reveal pressure changes and shock waves behavior on 
the wing in transonic flutter condition from PSP measurement results. However, although 
qualitative pressure field data on the wing in transonic flutter condition was able to visualize 
by applying PSP technique, the quantitative one was not able to get from this experiment 
because shape of the wing in transonic flutter condition drastically deformed time-
sequentially. 
As a method solving such the problem, there is the two-color PSP technique. The two-color 
PSP is made by the mixing reference dye called a second-dye, which doesn’t have pressure 
sensitivity, into the normal PSP. The second-dye is a dye that can be excited by the same 
excitation light source as the pressure-sensitive dye called a first-dye, and has different 
emission wavelength. Luminescence from these two dyes are simultaneously acquired by 
imaging devices, and luminescence from the first-dye is used as a signal emission and 
luminescence from the second-dye is used as a reference emission, respectively. Therefore, 
by using the two-color PSP, PSP measurement for the test model in dynamic situation 
become possible. For example, for past research conducted by Mitsuo, K. and Asai, K.  
(2001), it is succeeded to measure the pressure field around a cylinder model by applying a 
two-color PSP. This result indicated that to avoid each problem caused by changing 
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luminescent pattern of the excitation light due to a model deformation between wind-on and 
wind-off images in wind tunnel testing is possible.  
In past research, based on those background, we tried to develop some two-color PSPs 
(Wakayama and Numata, 2019). However, their PSP characteristics are not yet sufficient for 
use in dynamic measurement held in dynamic wind-tunnel testing, and it is necessary to 
further improve pressure sensitivity, temperature sensitivity, time response, and so on. In 
this study, to improve characteristics of these unsteady two-color PSPs, configuration of two-
color PSP was changed, and some characteristic tests, for example, pressure sensitive test, 
temperature sensitive test and time response test, was conducted. We focused on the effect 
of dispersant and titanium dioxide content in PSP in this study, and investigate it.  

2  Experimental principle  

2.1  Pressure-Sensitive Paint (PSP) 

PSP is a type of the pressure sensor that uses the pressure-sensitive dye receiving oxygen 
quenching. The luminescence dye is fixed on the test model using an oxygen-permeable 
binder and then excited by the excitation light source and emits luminescence. 
Luminescence intensity from the excited dye varies depending on oxygen concentration 
around the excited dye. Therefore, by detecting this emission change from PSP, we can 
calculate pressure on PSP. 
In PSP measurement, pressure distribution on the test model in wind-on condition is 
calculated using luminescence intensity ratio obtained by taking the ratio of the wind-on 
image and the wind-off image in experiment. Luminescence intensity ratio is converted to 
pressure by applying Stern-Volmer relationship shown in Eq. 1.  = +  (1)

In Eq. 1, I, P and T is luminescence intensity, pressure and temperature, respectively. A(T) 
and B(T) are Stern-Volmer coefficients obtained from calibration test. Suffix “ref” means 
reference condition. 
Main component of general measurement system for PSP measurement is composed of the 
excitation light source which excites the PSP, a photodetector which measures light emission 
of the PSP and a PC which is used for data processing as shown in Fig. 2. The excitation 
light source emits light with wavelength suitable for exciting dye molecules of the PSP, and 
is irradiated to the test model continuously. In experiment, it causes measurement error 
when light with same wavelength band of emission wavelength of the PSP from the 
excitation light source is incident on the photodetector. Therefore, optical filters that transmit 
only the excitation wavelength band of the PSP dye are attached on the head of the 
excitation light source. In addition, time variation of irradiation intensity of the excitation light 
source also gives error to the measurement result. Since LED light source have relatively 
high time stability, they are often used as an excitation light source for PSP measurement. 
A digital camera which uses CCD or CMOS as an image sensor is mainly used as a 
photodetector. In addition, incident of excitation light and disturbance light in the image 
sensor of the photodetector causes noise and/or measurement error. Therefore, by 
attaching the optical filter corresponding to emission wavelength band of the PSP in front of 
the photodetector, these lights are eliminated.   
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Figure 2:  Conceptual diagram of PSP measurement system 

2.2  Unsteady PSP 

In unsteady PSP measurement, it is necessary for emission intensity change of the PSP to 
follow pressure change due to aerodynamic phenomena. Therefore, the PSP which can be 
applied to unsteady phenomena is required to have faster time response than that of the 
steady PSP. For this purpose, unsteady PSPs using various porous binders were developed. 
Porous binders have a large surface area and an open structure to oxygen as compared 
with conventional polymer-type binders. Therefore, oxygen permeability of porous binders 
is much higher than that of conventional polymer binders, and the response time of PSPs 
which use porous binders are on the order of 10 . Thin-layer chromatography (TLC) plate 
(Baron, A.E. et al., 1993), hydrothermal coating (Bacsa, R.R. and Gratzel, M., 1996), 
anodized aluminum (Asai, K., 1997) (Sakaue, H. et al., 1999), polymer/ceramic composite 
(Scroggin, A.M., 1999), porous filter (Erausquin, R.G., 1998) and so on have been evaluated 
as porous materials for the unsteady PSP.  
In this study, the polymer/ceramic composite is used as a binder for the unsteady PSP. The 
polymer/ceramic binder is a sprayable porous binder and consists of a large amount of 
ceramic particles and a very small amount of polymers. In this study, the titanium oxide was 
used as a ceramic particle. Fig. 3 shows a conceptual diagram of structure of the PC-PSP. 
 
 

Figure 3: Structure of PC-PSP 
 
There are a lot of adsorption methods of the pressure-sensitive dye on polymer/ceramic 
binders. In this study, we used a last coat method. In this method, surface of the test model 
which is painted binder is overcoated with a dye using a spray-gun. 

2.3  Two-color PSP 

In general PSP measurement, pressure at wind-on situation on the surface of the test model 
is calculated from the luminescence intensity ratio image obtained by taking the ratio of the 
wind-on image and the wind-off image captured in experiment. However, if the test model 
moves, vibrates and/or deforms during experiment, for example during dynamic 
measurement in dynamic wind-tunnel testing (DWT), calculation of luminescence intensity 
ratio is difficult because difference occurs between shape and/or position of the test model 
captured in each of images. Therefore, in general, to apply conventional PSP measurement 
techniques to dynamic measurement is difficult. In such cases, it is effective to use two-color 
PSP measurement method in which a second-dye (reference dye) that does not have 

547



Second International Symposium on Flutter and its Application, 2020 

 
pressure sensitivity is mixed with the normal PSP. In this method, two emission signals from 
two dyes in the two-color PSP are simultaneously detected by the photodetector and use 
those signals as a wind-on image and a wind-off image. Fig. 4 shows conceptual diagram 
of two-color PSP method. 
 

 

Figure 4: Conceptual diagram of two-color PSP method 
 
 In order to detect two emission wavelength bands simultaneously, an imaging device such 
as a high-speed color camera or a two-wavelength splitter optical system is generally used.  
In this study, the two-wavelength splitter optical system is used as a detector which can 
install any optical filters. Fig. 5 shows the conceptual diagram of measurement system for 
two-color PSP method.  
 

 

Figure 5: Conceptual diagram of measurement system for two-color PSP method 

3  Development of two-color PSPs  

3.1  Configuration of PSP 

Tab. 1 shows configuration of PSP in this study. The sample “No.1” is a baseline PSP which 
is developed in past our research. Pressure sensitivity, temperature sensitivity and time-
response characteristic of PSPs were investigated at each samples by conducting some 
calibration tests, and compared with those by sample “No.1”. 
In this study, Platinum(II)-5,10,15,20-tetrakis-(2,3,4,5,6-pentafluorphenyl)-porphyrin 
(PtTFPP) (Frontier Science, CAS No. 109781-47-7) is used as a pressure-sensitive dye, 
and BAM-G (TOKYO KAGAKU KENKYUSHO CO., LTD., BG-51) is used as a reference dye. 
The binder solution is made from toluene (Wako Pure Chemical Industries, Ltd., CAS No. 
108-88-3) as a solvent, poly(isobutyl methacrylate) (poly(IBM)) (Polysciences, Inc., CAS No. 
54116) as a polymer, titanium dioxide (TiO2, rutile form) (Wako Pure Chemical Industries, 
Ltd., CAS No. 209-07075) as a ceramic particle, BAM-G as a reference dye and dispersant 
(SANNOPCO LIMITED, SN sparse 2190). After adding an appropriate amount of glass 
beads into the solution, the binder solution was stirred for about 12 hours by using a table-
top ball mill.   
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The dye solution is made from toluene and methanol (Wako Pure Chemical Industries, Ltd., 
CAS No, 131-01826) as a solvent and PtTFPP as a pressure-sensitive dye.  
In this study, the binder solution and the dye solution were prepared separately. At the time 
of coating on the test model, the binder solution was painted firstly. After that, the dye 
solution was also painted on the binder-painted test model. 
 

Table 1: Configuration of binder and dye solution 

 
Binder solution Dye solution 

Solvent 
Ceramic 
particle 

Polymer Dispersant
Reference

dye 
Solvent 

Pressure 
Sensitive dye

1 
Baseline 

Toluene 

TiO2 

95 % 

Poly 
(IBM) 

- 

BAM-G 
Toluene 

Methanol 
PtTFPP 

2 
TiO2 

95 % 
SN sparse 

2190 
3 

TiO2 

97 % 

4 
TiO2 

98 % 

 

3.2  Experimental system 

Fig. 6 shows a schematic diagram of the static calibration system. This calibration chamber 
is composed of a pressure chamber for setting test samples, a pressure controller for 
controlling pressure inside the pressure chamber and a temperature controller for controlling 
temperature of the test sample. A dry vacuum pump and a high-pressure source are 
connected to the pressure controller. By using this pressure controller, pressure in the 
calibration chamber can be adjusted in the range of 0.2 kPa to 1,000 kPa. The temperature 
controller controls temperature of the test sample using a Peltier element, and adjustable 
temperature range is approximately 0 deg.C to 50 deg.C. However, this range varies 
depending on the size and material of the test sample. By using these devices, the 
calibration system can arbitrarily change pressure and temperature on and around the test 
sample set in the chamber. 
The high-performance LED light (IL-104 UV LED, Hardsoft) is used as the excitation light 
source. These becomes the excitation light source with specific wavelength band by 
attaching arbitrary optical filters. In addition, a neutral-density (ND) filter (Zeta ND-8 (W) 77 
mm, Kenko) was also attached to the head of the light source to adjust intensity of excitation 
light emitted from the light source to the measurement target. Fluorescence detection from 
test samples is performed with a CCD camera, a CMOS camera. In this case, luminescence 
from test samples is recorded as an image data by a CCD camera (HAMAMATSU 
PHOTONICS, C4742-80-12AG). Also, to measure pressure using the two-color PSP, it is 
necessary to capture two emissions of different wavelength from the measurement target. 
Therefore, to this purpose, we developed a special two-wavelength splitter optical system 
(nac Image Technology, special order) to be installed between the lens and the CCD camera 
and used two optical filter (525 ± 25nm and 650 ± 25nm, bandpass).  
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Figure 6: Static calibration system for the molecular imaging sensor at Tokai University 
 
In addition, an acoustic resonance tube is used to evaluate frequency response 
characteristics of developed PSPs (Fig. 7). In this device, firstly a speaker attached to the 
end of a tube is driven to generate an air columnar resonance phenomenon generated in a 
closed tube, thereby generating periodic pressure fluctuations on the PSP sample. At the 
time of a test, after detecting a periodic luminescence intensity fluctuation caused by 
pressure fluctuations with a photodetector, the luminescence intensity fluctuation is 
converted into pressure. By comparing the converted pressure value with the output value 
of the unsteady pressure sensor installed in the sample, gain and phase characteristics of 
the PSP can be clarified with respect to input pressure fluctuations. 
 
 

Figure 7: Dynamic characteristic test system 

3.3  Experimental condition 

Tab. 2 shows the test condition for static and dynamic characteristic test. In static test, 
pressure sensitivity was investigated at pressure in the range of 1 kPa to 1,000 kPa and 
sample temperature of 20 deg.C. Also, in order to measure temperature sensitivity, pressure 
was fixed at 100 kPa, and sample temperature was changed from 10 deg.C to 30 deg.C for 
5 conditions. In addition, in dynamic test, 18 resonance frequencies are chosen for this test 
and frequency range is from 508 to 10,000 Hz. The temperature of this test sample is kept 
at 20 deg.C and pressure is 100 kPa. In this study, these tests were conducted to five 
difference samples receptivity. 
 

Table 2: Static and dynamic characteristic experimental condition 
 Pressure [kPa] Temperature [deg.C] Frequency [Hz] 

Pressure sensitivity 1 ~ 1000 20  
Temperature sensitivity 100 10 ~ 30  

Time responsivity 20 508 ~ 10,000 
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4  Result and discussion 

4.1  Pressure sensitivity 

Fig. 8 shows the measurement results of the pressure sensitivity of each developed two-
color PSPs at 20 deg.C. In Fig.8, the vertical axis indicates Iref/I and horizontal axis indicates 
pressure, respectively. In this case, I and Iref is luminescence intensity at tested pressure 
condition and luminescence intensity at reference pressure, respectively. As shown in Fig.8, 
relationship between Iref/I is almost same however slightly different. Tab. 3 shows pressure 
sensitivity of each developed PSPs calculated by the relationship between Iref/I shown in Fig. 
8. Although pressure range of this calibration test is from 1 to 1,000 kPa, the calculation of 
pressure sensitivity was conducted around atmospheric pressure because wind tunnel 
experiment is conducted in an atmospheric pressure. Tab.3 indicated that PSP with 
dispersant shows lower pressure sensitivity compared with the PSP without dispersant. In 
addition, Tab. 3 is also indicated that, by increasing the content of titanium dioxide, pressure 
sensitivity of PSP is increasing.  
 
 

Figure 8: Luminescence intensity ratio Iref/I vs. pressure at 20 deg.C 
 

Table 3: Pressure sensitivity of developed two-color PSP 
Sample No. 1 (Baseline) 2 3 4 

Pressure sensitivity
[%/kPa] 0.83 0.88 0.92 0.93 

4.2  Temperature sensitivity 

Fig. 9 shows the measurement results of temperature sensitivity of each developed two-
color PSPs at 100 kPa pressure condition. In Fig.9, the vertical axis indicates I/Iref and 
horizontal axis indicates temperature, respectively. In this case, I and Iref is luminescence 
intensity at tested temperature and luminescence intensity at reference temperature, 
respectively. Tab. 4 shows temperature sensitivity calculated from relationship between I/Iref 
and temperature shown in Fig.9. Tab.4 indicated that PSP with dispersant shows higher 
temperature sensitivity compared with the PSP without dispersant. In addition, Tab. 4 is also 
indicated that, by increasing the content of titanium dioxide, temperature sensitivity of PSP 
is increasing.  
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Figure 9: Luminescence intensity ratio I/Iref vs. temperature at 100 kPa 
 

Table 4: Temperature sensitivity of these two-color PSPs 
Sample No. 1 (Baseline) 2 3 4 

Temperature sensitivity 
[%/deg.C] -1.45 -1.55 -1.59 -1.66 

4.3  Time responsivity 

Fig. 10 shows the time response characteristics of each samples. In Fig.10 (a), the vertical 
axis indicates gain and horizontal axis indicates frequency. In Fig.10 (b), the vertical axis 
indicates phase and horizontal axis indicates frequency. As shown in Fig.10, even if the 
content of titanium oxide is completely same in each PSPs, by containing dispersant in PSP, 
response time of PSP becomes drastically worse compared with the PSP without dispersant. 
However, Fig.10 is also indicated that, by increasing the content of titanium dioxide, 
response time of PSP is increasing. Fig.10 is also indicated that, by increasing the content 
of titanium oxide in the PSP, it is possible to improve the time response characteristics of the 
PSP to a level equivalent to the baseline PSP. 
 

  
(a) Gain diagram (b) Phase diagram 

Figure 10: Time responsivity of two-color PSPs 

5  Conclusions  

In this study, we tried to improve some characteristics of unsteady two-color PSPs which 
can be applied in transonic wind-tunnel testing which is conducted for clarifying aerodynamic 
phenomena around the airfoil caused by aileron buzz. From results, although addition of 
dispersant in PSP improved the pressure sensitivity of the PSP, it deteriorated the 
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temperature sensitivity and the time responsiveness of the PSP. However, by increasing the 
content of titanium oxide, the time response of the PSP was significantly improved. By these 
results, it is considered that the PSP with dispersant and much titanium oxide has higher 
performance as a PSP than the PSP of the baseline. 
In the future, we plan to conduct a dynamic wind-tunnel testing which applied the developed 
unsteady two-color PSP to airfoil model.  
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Abstract  

This additive manufacturing technology has a potential to improve manufacturing costs and 

may help to achieve high-performance aerospace structures. One of application candidates 

would be a wind tunnel wing model. A wing tunnel model requires sophisticated designs 

and precise fabrications for accurate experiments, which frequently increase manufacturing 

cost. The additive manufacturing technique may help to reduce the expensive testing cost 

and allow us to investigate aeroelastic characteristics of new designs of aerospace 

structures as many as we need. In this paper, a metal wing model with the additive 

manufacturing technique for a flutter test will be studied. Structural/aeroelastic 

characteristics of an additively manufactured wing model will be evaluated numerically and 

experimentally. 

Keyword: Flutter, aeroelasticity, aircraft, structural analysis, Additive Manufacturing. 

1  Introduction  

 Flutter is a phenomenon involving fluid-structure interaction, which sometimes leads to 

critical aircraft incidents. Therefore, aeroelastic stability (flutter) analysis plays an important 

role in the design of aircraft to ensure its safety. Flutter characteristics can be evaluated by 

numerical analysis, and those analytical results are often verified by wind tunnel 

experiments with wing models. Those wing models must satisfy strict requirements in terms 

of structural and aeroelastic characteristics avoiding structural failure and producing flutter 

within the wind tunnel test environment. Due to the strict requirements, flutter wing models 

tend to cost significantly and limit numbers of observations. 

 At the same time, additive manufacturing (AM) technology has recently gained a good 

deal of attention in aerospace research institutes and industries as a potential technique to 

facilitate structural developments (Goh et al., 2017). Recent advances in AM technology 

and automated assembly have enabled sophisticated 3D-printed structures to be fabricated 

at low cost. Therefore, this technology has a potential to create wing models for flutter wind 

tunnel test declining the manufacturing cost. With the potential improvement of 

manufacturing costs and performance of aerospace structures (Bauer et al., 2017; Berger 

et al., 2017), AM technology has already been applied to actual aerospace vehicles. For 

example, Banfield et al. developed a 3D printed unmanned air vehicle (UAV) using AM 

technique to construct a small UAV. Their flight test demonstrated the capability of stable 

flight. More recently, A full-scale model of Langley Aerodrome No. 8 (LA-8) have been 

studied taking advantage of AM technology. It is reported that about 80% of the LA-8 model 

is fabricated by 3D printers. The AM technique helps engineers to easily modify the model 
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designs and collect data. Although the AM technique is useful to construct complicated 

structures, it is known that mechanical properties of structures created by the AM technique 

vary depending on printing process variables (Adelnia et al., 2006; Cuan-Urquizo et al., 

2019; Rodriguez et al., 1999). Therefore, a precise understanding of correlations between 

the process variables and structural properties of AM-based structure is important. 

 In this paper, a metal wing model with the additive manufacturing technique for a flutter 

test is studied. Structural/aeroelastic characteristics of an additively manufactured wing 

model are evaluated numerically and experimentally. To obtain structural properties of 

AM-based metal structure with Ti6Al4V, a series of tensile experiments are performed. A 

manufacturing accuracy of AM-based wing model is then investigated. Finally, based on the 

evaluation results, a wing model for flutter wind tunnel test is designed. The aeroelastic 

stability of the designed wing model is analyzed by numerical simulation. 

2  Structural Evaluation of Metal AM Structure 

 Tensile test specimens to evaluate structural characteristics of AM-based structures are 

firstly fabricated based on Electron Beam Melting (EBM) using ArcamQ20. Tensile tests 

with the specimens are performed for the evaluations of their tensile properties in 

accordance with Japanese Industrial Standards (JIS) Z2201. The geometry of specimens is 

a dumbbell shape (No. 5) with the gage length of 50 mm and the thickness of 4 mm. The 

main process variables are summarized in Tab. 1. The specimens are additively 

manufactured with Ti6Al4V. The tensile tests are performed with five specimens. A picture 

of experimental setup is shown in Fig. 1. The strain is measured using a 50-mm gage 

length extensometer (Instron Corp.). The crosshead speed is 1.0 mm/min. 

 Stress-strain curves of the tensile tests are shown in Fig. 2. Good reproducibility is 

observed according to the results, demonstrating the capability of the metal additive 

manufacturing to provide enough accuracy in terms of structural properties with fixed 

process variables. Note that the result of Specimen 1 is the second trial because the first 

test was aborted due to loose grip of the crosshead. Tensile properties obtained by the 

experiments are summarized in Tab. 2. The most values are averages of the five 

specimens, while the yield strength is an average of four specimens without the result of 

Specimen 1.  

 

Table 1: Process variables. 

Powder Layer height, mm Speed function (SF) 

Ti6Al4V 0.08 20 

 

 

Figure 1: Tensile test setup with the additively manufactured structure using Ti6Al4V. 
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Figure 2: Stress-strain curves the additively manufactured structures using Ti6Al4V. 

 

Table 2: Tensile properties of AM-based structures with Ti6Al4V. 

Powder 

Young’s 

modulus, 

GPa 

Yield strength, 

MPa 

Ultimate 

tensile 

strength, MPa 

Elongation, % Density, g/cm3 

Ti6Al4V 104.87 866.22 937.56 9.2627 4.3730 

3  Structural Evaluation of Metal AM Wing Model 

 To evaluate a quality of wing model fabricated with EBM prior to design and build an actual 

flutter wind tunnel model, a thin tapered wing model is constructed as a shell structure with 

the thickness of 0.9 mm. The wing model used for the evaluation is shown in Fig. 3. Since it 

is aimed to evaluate only the structural properties, not aerodynamic characteristics, a 

post-process for surface treatment is not performed for the wing model. The geometry of 

the wing is given in Tab. 3. The span is 189.565 mm, while the root and tip chords are 

64.176 and 20.839 mm, respectively. The wing tip is closed with a 0.9-mm wall. The 

process variables and material used are the same as the ones for the tensile specimens. 

Poisson’s ratio is assumed to be 0.33. 

 A static load test with the wing model is performed to evaluate structural characteristics of 

the wing model. The test result is compared with a solution of static structural simulation 

obtained by MSC.Nastran. In the finite element analysis, a wing model is discretized into 

2096 elements using triangular shell elements as shown in Fig. 4. Fig. 5 describes the test 

environment of the static load test. Since the wing model is constructed with a basement, 

which can be attached to a measurement section of a wind tunnel, the basement is tightly 

clamped in order to set the cantilevered boundary condition. A 0.9-N weight is installed on 

the tip of the wing at mid-chord. The mid-chord vertical displacement at 10-mm from the tip 

is measured using a laser displacement sensor (OMRON Corp.). Tab. 4 shows the 

measured and simulated vertical displacements. The results showed excellent agreements. 

 In addition, a vibration test is carried out to obtain the natural frequency of the first bending 

mode for the wing model. With the same boundary condition, a uniaxial accelerometer 

(PCB Piezotronics of North Caroline, Inc.) is installed on a 3-mm location from the wing tip 

to measure the uniaxial acceleration. An impulsive load is applied on the tip, and the 

acceleration data is transferred to a Fast Fourier Transform analyzer (Ono Sokki Co., Ltd.) 

through a signal conditioner (PCB Piezotronics of North Caroline, Inc.). Tab. 5 compares 

the measured natural frequency and a solution of modal analysis from MSC.Nastran. The 
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measured and simulated natural frequencies of the first bending mode are also in a good 

agreement with an error less than 1%. The result ensured that a hollow wing model could 

be accurately built by additive manufacturing with Ti6Al4V in terms of stiffness and vibration 

characteristics. 

 

  

Figure 3: Planform (left) and cross section at root (right) of the wing model. 

 

Table 3: Geometry of the wing. 

Property Value 

Span, mm 189.565 

Root chord, mm 64.176 

Tip chord, mm 20.839 

Airfoil profile NACA0010 

Shell thickness, mm 0.9 

 

 
Figure 4: Finite element model of the wing. 

 

 
Figure 5: Static load test setup. 
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Table 4: Vertical displacement at 10 mm from the tip obtained from the test and simulation. 

Result Vertical displacement, mm 

Simulation 0.102 

Experiment 0.100 

 

Table 5: Natural frequencies of the wing model obtained from the test and simulation. 

Result Natural frequency, Hz 

Simulation 164.698 

Experiment 163.512 

 

Moreover, surface roughness of metal wing model fabricated with the additive 

manufacturing without post surface treatments is measured to decide if the post-processing 

is necessary. The values of surface roughness in the area of 2.0 mm x 2.0 mm are 

measured using a one-shot 3D measuring macroscope (Keyence Corp.) as shown in Fig. 6. 

Tab. 6 lists the measured results at different surface locations of the wing model. It was 

confirmed that post surface treatments were necessary for an actual wind tunnel wing 

model since the surface is not smooth enough for a wind tunnel testing. 

 

 

Figure 6: A picture of the upper wing surface in the vicinity of the root. 

 

Table 6: Surface roughness of the wing model at different locations. 

Inner upper 

surface Sa, 

µm 

Outer upper 

surface Sa, 

µm 

Inner lower 

surface Sa, 

µm 

Outer lower 

surface Sa, 

µm 

22.584 47.243 54.025 61.783 

 

4  Wing Model with Metal AM for Flutter Testing 

 A wind tunnel wing model for a flutter test is designed to investigate the flutter 

characteristics of a wing model fabricated by the metal AM technology. Numerical 

simulations are then performed to evaluate the structural and aeroelastic characteristics of 

the designed wing model. The designed thin rectangular wing model is shown in Fig. 7. The 

aft portion of the wing is designed as a shell structure with the thickness of 0.6 mm. The 

front section (about 3 mm from the leading-edge) is modeled as a solid structure. The 

geometry of the wing is given in Tab. 7. The span and chord lengths are 300 mm and 30 

mm, respectively. The process variables and material properties are again the same as the 
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ones for the tensile specimens. The aft portion is modeled with 3240 triangular shell 

elements, while the front section is modeled with 690 tetrahedral elements. The finite 

element model of the wing is shown in Fig. 8. The wing tip is closed with a 0.6-mm wall in 

the actual flutter model, but the tip wall is omitted in the finite element model. 

 A modal analysis is firstly performed to obtain the natural frequencies of the wing model 

with a cantilevered boundary condition. Tab. 8 shows the simulated natural frequencies 

obtained by the modal analysis from MSC.Nastran. A flutter analysis is then carried out to 

evaluate the aeroelastic stability of the designed wing. In the simulation, the PK-method is 

used to predict aeroelastic instabilities. Mach number is swept from 0.08 to 0.8 with the air 

density of 1.225 kg/m3. Fig. 9 shows the V-g plot obtained from the analysis. According to 

the result, it is predicted that the wing model encounters aeroelastic instability around 

163.38 m/s (M = 0.48) with the second flatwise bending mode. 

 

 

 

Figure 7: Planform (left) and cross section at root (right) of the flutter wing model. 

 

Table 7: Geometry of the flutter wing. 

Property Value 

Span, mm 300 

Root chord, mm 30 

Airfoil profile NACA0008 

Leading-edge section width, mm 3.058 

Shell thickness (aft portion), mm 0.6 

 

 
Figure 8: Finite element model of the wing for a flutter test. 

 

Table 8: Natural frequencies of the wing model for lower modes. 

Mode Natural frequency, Hz 

1st flatwise bending 20.265 

2nd flatwise bending 121.86 

1st edgewise bending 276.91 

1st torsion 298.00 
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Figure 9: V-g plot of the wing model. 

 

5  Conclusions 

 This paper studied a metal wing model with the additive manufacturing technique for a 

flutter test. Structural/aeroelastic characteristics of an additively manufactured wing model 

were evaluated numerically and experimentally. A series of experiments with the tensile 

specimens as well as evaluations of the additively manufactured wing model showed 

reliable manufacturing accuracies of the AM-based structures and wing. Finally, the metal 

wing model with the additive manufacturing technique for flutter testing was designed 

based on the evaluation results. The aeroelastic stability analysis of the designed wing 

model predicted that the flutter wing model would encounter an aeroelastic instability with 

second flatwise bending mode around the flow speed of 163 m/s. In our future works, wind 

tunnel tests with the designed wing model will be conducted. 
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Abstract
Although NN (Neural Network) is an efficient model for reducing order of fluid system, they
are seldom used in aeroelasticity system. A feature-based recombined Deep Learning
technique to capture characteristics of fluid system and aeroelastic response prediction
method was proposed.A novel DNN (Deep Neural Network) method to improve the accuracy
and generalization capability through adopting convolutional neural network to extract the
specially processed disturbance information of boundary in flow field.The predicted results
show good consistence with the full-order computations The proposed method has an great
potential to the aeroelasticity design and control.

Keyword: Deep Learning, Convolutional Neural Network, Machine Learning, Reduced Order
Model, Aeroelasticity

1. Introduction

Some reduced order models have also been used, such as POD (Proper Orthogonal Decomposition)
[1], Volterra model [2], DMD (Dynamic Mode Decomposition) [3, 4], and so on. However, their
insufficient capabilities in nonlinear and multi-scale simulations [5] seriously limit application.
Nowadays, the booming AI (Artificial Intelligence) has become an area with many practical
applications and active research topics. Deep learning, as an important method of AI, allows
computers to learn independently from experience and to understand the world by establishing a
hierarchical conceptual system [6]. In fact, universal approximation theorem shows that a neural
network that satisfies certain specific requirements can approximate any Borel measurable function
with arbitrary precision from a finite-dimensional space to another finite-dimensional space, as long
as it is based on a sufficient number of hidden units [7-9]. For real fluid problem, by dispersion of
flow field and the bounded continuity nature of the actual physical parameters, we could conclude

that it is a continuous function defined on the bounded closed set in nR , that is to say it is Borel
measurable. So, the character of fluid system could be learned and mastered well by deep learning, a
technique that uses neural network.
Even though there must be a neural network that can represent the objective function we want, we
cannot guarantee that the training algorithms of deep learning could get this function. As stated in [6],
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this is mainly because there is no universally superior learning algorithm. No Free Lunch Theorem
[10] further tells us that the most advanced algorithms we can designed and the simplest algorithms
that simply group all points directly to one class have same average performance on all possible tasks.
Fortunately, however, the conclusions only hold true when we consider the generation distributions
on all possible data. For real problems, if we make pre-assumptions on probability distributions, we
could design learning algorithms that work well on these distributions [6]. This means that the focus
of machine learning is not to find an absolute best learning algorithm, but to find a distribution that is
related to the real world in which artificial intelligence acquires experience, and to design learning
algorithms for this distribution. In view of this, in order to achieve deep learning about fluid system,
we should pay more attention to the method of feature extraction, i.e. the content and form of input
data. Since Ling [11] first applied deep neural network to fluid mechanics, there are some attempts in
this area [12-15]. These studies mainly focused on the validation of effectiveness of deep learning in
fluid prediction. Most of them only use parameters such as angle of attack and Mach number as input,
and did not take the content and form of data that includes more extensive input such as geometric
shape into account. Beyond these, Zhang [15] has compared the prediction results of two different
input data form on 2D airfoil profile. In this study, the use of pixel density as an input has greatly
improved the prediction performance compared with the simple use of geometric coordinates. This
also confirms there would be significant effect of the content and form of input data on deep learning
as described above. For simple 2D geometric objects such as circle, while Miyanawala [12] uses the
distance from each grid point to the boundary in a rectangular grid as input to predict the drag
coefficient some good results are obtained. Nevertheless, the existing researches only limit on
several special simple geometric objects such as circle. In order to achieve the wide application of
deep learning in fluid mechanics, it is imperative to develop a feature extraction method that can be
applied to general geometric shapes and is suitable for deep learning. In addition, in the existing
studies that take the geometric shape into account, there is a great deal of redundancy in input, for
example, the region except the boundary in Zhang’s research [15], and inside the objects in
Miyanawala’s [12]. This kind of information is not only meaningless but also occupies a large
amount of input space. Therefore, the expression with high efficiency of input data is also
indispensable.
In this paper, we proposed a novel feature extraction method, i.e. the content and form of input data,
and assessed its effectiveness. This method is unique in that it not only expresses the geometric
shape but also maximally imitates the boundary’s influence on flow field in real world using the
disturbance information of an object to the surrounding as the input. As stated above, one of the aims
of machine learning study is to find a distribution that is related to the real world. Besides, the
proposed method is suitable for nearly all geometric shape and there is no redundancy in input. Thus,
the technique could be applied in more general scope with higher execution efficiency. In order to
synthesize different kinds of input variables such as geometric shape, angle of attack, etc. a
synthesized serial deep learning network structure is introduced in this paper. Moreover, we have
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adopted this method to generate whole flow field. Within the error threshold, the proposed DNN
(Deep Neural Network) model has good performance. At last, we try to apply this new method to
aeroelasticity.

2. Methodology

2.1 Framework

AI (Artificial Intelligence) has already become a field with many practical applications and active
research contents. As the most important method in AI, ‘Deep Learning’ surpasses the current
neuroscience view of machine learning models, and it appeals to the more general principle of
learning multi-level combinations. Deep Learning allows the computer to learn from experience and
understand the real world based on a hierarchical conceptual system in which every concept is
defined by the relationship with some relatively simple concepts. If we draw a map for the
connections between these concepts, we will get a map with many levels, i.e. ‘Deep’ [6]. In fact, the
network framework and training algorithm that are same as today's Deep Learning have been popular
since 1980s [17, 18]. However, it was generally deemed that deep networks with multi-levels were
difficult to train in the 20 years since then. In 2006, due to a breakthrough in training algorithm [19]
and the follow-up studies [20, 21], Deep Learning has been spring up. Luckily there was the
appearance of the effective training algorithm, the important value of deep networks [20, 22-24]
being realized, i.e., reflecting more real world. Today, deep neural networks have outperformed AI
systems based on other machine learning techniques and hand-designed functions [6]. Therefore, for
efficient machine learning about fluid system, this paper focus on deep learning technique. Since the
structure of flow field representation is network-like, we use Deep Convolutional Neural Network to
model it. The main features of CNN (Convolutional Neural Network) are sparse interactions,
parameter sharing, and equivariant representations[6].
In order to handle different inputs and obtain extensiveness, the first layer of the network is input
layer. Although the input of CNN is a matrix, different input representation methods, i.e., different
feature extraction methods have great impacts on the performance as we discussed in the first
Section. We have proposed a novel feature extraction method in this paper and will give a
description of it in the second part of this section. In Section 3.2, the great impact on the performance
of networks caused by different feature extraction methods will be demonstrated.
Besides the geometric shape, other parameters indicating the condition of fluid system are also
important, for example, the angle of attack, the velocity of incoming flow, the viscosity of fluid, and
so on. However, the characteristic of these parameters is different with geometric information, which
implies that we can’t import them in the same layer. For settling this problem, we introduce
recombined deep learning network structure to synthesize these different kinds of input variables.
According to the principle of the feature extraction of CNN, the underlying neurons deal with local
geometric information. With the increase of the layers level, neurons establish relationships between
the larger areas of the flow field. Therefore, the parameters that represent the entire fluid system
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should be imported in higher-level layer. It’s the most suitable location when Deep Network could
represent the influence of the boundary on the entire flow field. Importing these parameters too early
or too late actually gives them artificially inappropriate importance and this will lead to bad
generality or even failure of modeling because it does not conform to the real world. If we let the
network deem these parameters that should affect the whole field only act on local areas or have
greater importance, It’s obvious that the model can’t be able to represent the real world. In this paper,
we import these parameters that represent the entire fluid system in the first full-connection layer,
and do a simple comparison about the location’s effect in Section 3.3.
The output of the Deep Network is the fluid force. In addition to these, the CNN also includes
rectification and down-sampling layers following convolution or full-connection layer. The number
of layers is determined empirically, which will be explored in Section 3.3.
The process that CNN uses to produce output is called feed-forward process. In this process, features
in a certain area are firstly extracted by convolution operation, and then nonlinear mapping is
imported into the network by rectification function which is also called activation function in most
cases. Krizhevsky [25] has pointed out that the rectified linear unit (ReLU) has better performance
than tanh units in image recognition tasks. Zhang’s research [15] also shows that the learning
capability is significantly higher with the ReLU unit. Since the emphasis of this paper is not on
activation functions, the rectification function we used is ReLU:

( ) max(0, )f x x (1)

More information on rectification function can refer to [6, 25]. After the rectification function, a
down-sampling/pooling layer is usually used to delete redundant information and reduce the matrix
size, but it’s optional. The usual pooling techniques are to perform the maximum, minimum and
average operations area-by-area like convolution operation. At last, after the flow condition
parameters are imported through the fully connected layer and perform rectification and regression
process, the predicted values are obtained. For training the network, we adopt Back-propagation
process in which we use the SGDM (Stochastic Gradient Descent Method with momentum) [17] to
adjust the weight or other parameters. The detailed introduction about Back-propagation process can
also refer to [6, 12].

2.2 Feature extraction

As discussed in Section 1, No Free Lunch Theorem [10] tells us that there is no universal good
algorithm for machine learning. But for real problems, if we make pre-assumptions on probability
distributions, we could design learning algorithms that work well on these distributions [6]. This
means that the focus of machine learning is actually to find a distribution that is related to the real
world in which artificial intelligence acquires experience, and to design learning algorithms for this
distribution. In view of this, the method of feature extraction, i.e. the content and form of input data,
is of great significance to the success of deep learning. Zhang [15] has compared the prediction
results of two different input data form on 2D airfoil profile and gets the conclusion that the use of
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pixel density as an input has greatly improved the prediction performance compared with the simple
use of geometric coordinates. This confirms that feature extraction method has significant effect on
deep learning, especially about fluid system. These are further affirmed in Section 3.2. Miyanawala
[12] uses the distance from each grid point to the boundary in a rectangular grid as input to predict
the drag coefficient and gets some good results. However, the existing researches only limit on
several special simple geometric objects such as circle and can’t be used in complex geometry. In
order to achieve the wide application of deep learning about fluid mechanics, it is imperative to
develop a feature extraction method that can be applied to general geometric shapes and is suitable
for deep learning. In addition, there is a great deal CNN input redundancy in existing research, for
example, the region except the boundary in Zhang’s research [15], and inside the objects in
Miyanawala’s [12]. This kind of information is not only meaningless but also occupies a large
amount of input space. Therefore, the expression with high efficiency of input data is also
indispensable.

1) Ascertain the scope

Set a certain area around the object. The principles of determining the size of this area are to
completely include object and to ensure that near the boundary of the area the curvature of mesh
lines generated by the step 2 is close to 0, i.e. less than 10-6. Since this area is for extraction of
geometric and generated surrounding disturbance information, it is not the same as CFD
(Computational Fluid Dynamics) in which the discretization of equations and calculated fluid
variables are the central factor of consideration. Therefore, the scope does not need to be set as large
as the grid area in CFD. It only needs to include the object and its surrounding area where the object
has intense influence on.

2) Generate grid

For the scope set in Step 1, use the Laplace equation with no source term method to generate
structured grid. This method we adopted is different with the current commonly used methods and
belongs to the method using elliptic partial differential equations. Detailed introduction about this
method can refer to [26-29], and the related mathematical theory can be found in [30, 31]. There are
two aspects to be noted in this step. Firstly, O-grid can’t be used and we should use blocks with the
same topological shape as the selected area. After defining the mapping of the boundary, use the
Laplace method mentioned above to generate mesh. Secondly, we should make the grid nodes as
dense as possible to ensure that the boundaries and the generated internal grid lines are discretized
undistorted, which is the same as the requirements in CFD.

3) Extract curvature

For every grid node, calculate the curvature of the grid line that is in the same direction with the
incoming flow. Another effective method is to calculate the Gaussian Curvature at each grid node.
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For the reason that the Gaussian Curvature is a surface's intrinsic measurement, as the Gauss theorem
egregium [32] expresses, when we want to express the disturbance of flow field caused by boundary
the second method will complete the goal perfectly with uniqueness and higher accuracy. In the
condition that the incoming flow direction is random and for 3D problem, this method is also
applicable. In view of the above reasons, we recommend the second method. The comparison of
these methods will be shown in Section 3.3. In Section 4.1, the rationality of these methods will be
elaborated. Next, before Section 3.3, we will only use the first method.

4) Construct matrix as input

Establish a single-channel multi-dimensional matrix corresponding to the grid area, wherein each
element corresponds to a unique grid node, and the index value of the element in the matrix is equal
to the index value of the corresponding grid node in the entire structured grid. The data of each
element in the matrix is the curvature value calculated in Step 3. At last, in order to conform to the
requirements of deep networks, the operations of Normalization, Mean Subtraction, etc. for the
matrix data may be necessary. After these steps, we will obtain the input data for neural network.

2.3 Training data & hyper-parameters

In order to verify the effectiveness of the proposed method, the predicted value in this paper is
mainly focused on the lift and drag coefficients of airfoils and several simple shapes such as ellipse.
For preparing data as real as possible, we have adopted the Navier-Stokes equations based full-order
CFD simulations in which the viscous fluid variables were calculated by finite volume method with
Spalart-Allmaras turbulence model [33].

3. Numerical simulation and discussion

3.1 Validation for steady flow prediction

3.1.1 Model description

In this section we will illustrate the effectiveness of this method briefly. We use the subset data from
Miyanawala’s research [12], which is about the time mean drag coefficients of bluff body shapes
immersed in a uniform flow. The variable in our research is the aspect ration of ellipses and these
ratios include 1, 2, 3, 4, 5, 7, and 10. We have grouped them as the training set with ratio 1, 2, 3, 5,
and 7 and as test set with ratio 4, 10. The geometric shape is simple, so the constructed network is
easy to train and doesn’t need large dataset. In addition, if a network could be well trained with small
amount of samples, this just shows the generalization of this method. Therefore, when classify data
sets, we deliberately divide the data that is not in the range of the training set such as the ellipse with
aspect ration 10 into the test set to test the generalization ability of our method.

3.1.2 Feature extraction
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The information that characterizes the influence of the boundary on the flow field. This information
not only represents the boundary, but also extracts the impact of the boundary, instead of just
providing the boundary information directly to deep network for learning. For the semi-ellipses
whose long-short axis ratios are respectively 3, 5, and 10, the results produced after carrying out the
above steps, i.e. the contour of curvature of grid lines are shown in Figure 1.

a) ration=3 b) ratio=5 c) ratio=10
Figure 1: the contour of curvature of grid lines with different long-short ratio

3.1.3 Numerical results

After training, the predicted results using our method are shown in a), Figure 2. From Figure 2,
we can see our method whose max error is 3.57% is more accurate and more generalized compared
with the results produced by Miyanawala’s method [12] whose max error is 14.65% on the specified

dataset.

a) the results using our method b) the results using Miyanawala’s method [12]

Figure 2: the predicted results

3.2 Further Exploration for Airfoil flow

We use the Deep Learning technique to predict the whole flow field of NACA0012 airfoil. The
results are shown in Figure 3.From the figure, we can see that for the main flow field variables, the
predicted values are in good agreement with the CFD calculation results. There is a high degree of
agreement for pressure and velocity. But for density, there are some bifurcates near the boundary.
We infer this is caused by the reason that neural network has same processing weight for whole field.
This is what we are committed to further study.
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a) the contour of U generated by Deep Learning Network b) the contour of U generated by CFD Computing

c) the contour of P generated by Deep Learning Network d) the contour of P generated by CFD Computing

Figure 3: the comparison of flow field generated by Deep Learning Network and CFD Computing

3.3 Aeroelastic response prediction

This section focuses on the application of the new method to aeroelasticity. Firstly, we use another
neural network to predict the force coefficient. Secondly, we combine these networks and solid
mechanism solver to do prediction of aeroelasticity response. Figure 4 shows the comparison of lift

coefficient generated by aeroelasticity system simulated by Deep Learning-based and CFD-CSD

computing. It can be seen that the predicted responses by the deep neural network agree well with that of

the CFD-CSD simulation.

Figure 4: the comparison of lift coefficient generated by aeroelasticity system simulated by Deep

Learning-based (red dot) and CFD-CSD computing (blue line)

4. Conclusions & further work

A feature-based Deep Learning technique to capture characteristics of fluid system and predict forces
is carried out in this paper. Different from the existing approaches, we use a novel DNN (Deep
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Neural Network) method to improve the accuracy and generalization capability through adopting
convolutional neural network to extract the specially processed disturbance information of boundary
in flow field. Using 2D model, the DNN is fed by the specially processed curvature of flow field grid
as the input and the aerodynamic forces computed by the full order CFD simulation as the target
data.
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A correlation study of two different aeroelastic analysis frameworks with different 

fidelities for morphing wings with corrugated structures, which have been verified/validated in 

previous works, will be presented in the paper. One uses a corotational shell finite element 

method and unsteady vortex-lattice aerodynamic loads to simulate aeroelastic behaviors of 

morphing wings involving large deformation1. The other couples a nonlinear beam theory and 

the same aerodynamic model or a CFD code for aeroelastic analysis2. Numerical studies 

explore aeroelastic characteristics of corrugated morphing wings and compare numerical 

solutions of the two different frameworks. This work allows to understand the nonlinear 

aeroelastic characteristics of composite and corrugated wings and assess feasible domains 

of the methodologies to simulate such morphing wings numerically. 

In previous works, a morphing wing strategy using a simple wiring actuation mechanism 

with corrugated structures has been studied3. Due to the anisotropy, corrugated structures 

are stiffer in one direction and softer in another direction. The dual functions of a morphing 

wing, including spanwise load bearing and chordwise morphing, are therefore possible by 

taking advantage of the extremely anisotropic property of corrugated structures. One 

advantage of the corrugated morphing scheme is that it is easy to fabricate corrugated 

structures. Additionally, corrugated structures can be conveniently actuated with 

commercially available actuators and wires although other driving methods may also be 

adopted. A promising morphing capability of such corrugated morphing wing has been 

demonstrated in the previous works with wind tunnel experiments3. However, improvement of 

aerodynamic characteristics and adaptivity to flight condition with the corrugated-based 

camber morphing should be further evaluated. Energy to drive such wings also remains to be 

investigated. In this paper, a series of static aeroelastic simulations for a morphing wing with 

corrugated structures will be performed using the aeroelastic frameworks. 
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Abstract
In this paper we address the construction of time and frequency domain Reduced Order Models
for the Navier-Stokes equations. A classical basis obtained by the Proper Orthogonal Decompo-
sition is used for the Galerkin projection of the governing equations and additional interpolation
techniques based on the Discrete Empirical Interpolation Method are considered to evaluate ef-
ficiently the nonlinear terms. The applicability of this kind of ROMs for aeroelastic applications
is first investigated in the time domain to reproduce the flow field around an oscillating cylinder
at low Reynolds number. Then a second type of reduced order model dedicated to periodic
flows is developed on the basis of the Time Spectral Method. Numerical tests demonstrate the
potentiality of the proposed technique on the test case of an oscillating airfoil in subsonic and
transonic regimes.

Keyword: Reduced Order Model, Proper Orthogonal Decomposition, Time Spectral Method,
Discrete Empirical Interpolation Method

1 Introduction

Reduced-Order Models (ROMs) have been developed for decades in fluid dynamics as a way to
decrease the cost of evaluating high fidelity solutions from a Full Order Model (FOM). Indeed,
applications like parametric studies, optimization or control involving many queries to the FOM
need fast evaluations which should be as accurate as possible. Projection based ROMs can be
classically constructed using a basis built from a set of solutions snapshots whose meaningful
content is extracted via a Proper Orthogonal Decomposition. Such projections lead to an
explicit reduced operator in the linear or polynomial case (Hall et al. 1999; Placzek et al. 2011)
but no explicit form can be obtained in general for nonlinear operators.

Flow non-linearities however arise commonly in aeronautical applications because of shock
interaction, flow separation,... but also because of aeroelastic phenomena involving for example
limit-cycle oscillations. High fidelity FOMs are therefore required to determine accurately the
flow field but the large number of degrees of freedom involved in such models leads to unaf-
fordable computational costs whose reduction represents one of the main motivation of this
work. The projection based ROMs lacks efficiency when non-linearities are involved since in the
general case the non-linear term has to be evaluated at the FOM level for each iteration.
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To tackle this problem, the solution considered in the present paper is first to approximate
the non-linear residual term using masked projection approaches like the Discrete Empirical
Interpolation Method and its variants (Chaturantabut et al. 2010; Drmač et al. 2016). The
non-linear term is thus interpolated (or fitted) on a small set of judiciously selected mesh
points using an additional Proper Orthogonal Decomposition (POD) basis for the residual term.
Interpolation techniques that preserve the basis structure are then implemented to update the
basis content for new parameter values. An alternative solution proposed by Thomas et al.
2010 is to derive a Taylor series expansion of the reduced non-linear residual FOM solver which
solves Euler or Navier-Stokes equations with the Time Spectral Method (TSM) (Hall et al.
2002; Gopinath et al. 2005). The resulting reduced operators are evaluated with automatic
differentiation tools.

In the context of aeroelasticity, the FOM considered in the present paper is based on the
Arbitrary Lagrangian Eulerian (ALE) formulation (Donea et al. 2004) and the problem of mesh
deformation has to be taken into consideration, also at the ROM level. Following Anttonen
et al. 2003 the POD basis for the snapshots of the solution and residual term can still be
computed without explicitly taking care of the mesh deformation: the resulting POD modes are
thus associated to the mesh connectivities in an “index” based framework and their usual spatial
correlation meaning is no longer obvious. The mesh deformation is then taken into account in
the approximated non-linear residual term of the ROM where the metric is updated with respect
to the structural motion. This type of POD modes have been successfully used by Freno et al.
2014 in the time domain to address subsonic and transonic flows around airfoils subject to
forced oscillations but the nonlinear term was treated at the FOM level. Other formulations
considering a change of reference frame or small perturbations (Placzek et al. 2011; Bourguet
et al. 2011) or the use of fictitious domains (Liberge et al. 2010) to keep the spatial correlations
of the POD modes have also been derived for fluid-structure interaction problems.

The present methodology developed by Di Donfrancesco 2019 is first applied to build a
ROM in the time domain on an apparently simple test case to highlight the difficulties of such
time-domain ROMs to provide stable solutions on long term when masked projection approches
are used to approximate the non-linear term. The TSM formulation of the ROM is investigated
on the same test case and show better robustness even with respect to parameter changes. The
long term stability of the solution is no longer a problem since a periodic solution is sought.

2 Governing equations for the full and reduced order models

2.1 Full Order Model in the time domain

The high fidelity FOM considered in the present paper is defined by the compressible Navier-
Stokes equations. The ALE formulation is required to deal with aeroelastic problems involving
possibly a non inertial and deformable spatial domain. Once discretized with hexahedral Finite
Volumes, the semi-discrete form of the equations for a control cell Ωi (t) reads:

d

dt
(V(Ωi )wi ) = −

6∑

j=1

Fi (wi , wj , si ) nj + V(Ωi )Ti = −Ri (wi , wj , si ) (1)

where wi = [ρi , (ρu)i , (ρe)i ] is the vector of the numerical approximation of the conservative
variables in the control cell Ωi (t) and wj with j 6= i is the approximation in neighbor control
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cells involved in the spatial discretization scheme used to define the numerical fluxes Fi through
the cell faces with normals nj . The ALE formulation introduces the mesh grid velocity si to
take into account the grid deformation and the source term Ti may include additional terms
due to a change of reference frame or some particular boundary conditions.

The spatial domain discretization Ω =
⋃N

i=1 Ωi usually involves a large number of control
cells N . The collection of the vectors of conservative variables wi in each control cell may be
assembled in a single vector W ∈ RNv with Nv = N · nv and nv the number of conservative
variables. The semi-discrete Navier-Stokes equations may then be formally written as an initial
value problem defined by the nonlinear system of equations d/dt(VW) = R̃(W, S) or similarly:

dW

dt
=

R̃(W, S)

V − dV
dt

W

V = R(W, S) (2)

with V a diagonal matrix with all the control cell volumes V(Ωi ) and S a vector containing
all the mesh grid velocities si . The previous equations are solved in the time domain with a
high-order finite volume code (Chassaing et al. 2013) and will serve in the following as a basis
to build the ROM and as a numerical reference to compare results from the ROM.

2.2 Projection based Reduced Order Model in the time domain

The first step of construction of the ROM consists in looking for an approximation of the
conservative field W as the sum of a base solution Wb and a linear combination of appropriate
spatial modes gathered in a basis Φ:

W(t) ≈Wb + Φ a(t) (3)

In this work, the spatial modes are computed with the Proper Orthogonal Decomposition
(POD) of a set of representative solutions, or “snapshots”, of the FOM. The POD is indeed
the most widely used approximation basis for fluid dynamics reduced-order modeling because of
its optimal properties in a certain sense and its straightforward computation with the Singular
Value Decomposition (SVD).

Assuming that the snapshots are centered with respect to a base solution Wb (steady,
time-averaged or initial solution for example) and collected in a matrix Wb = [W(t1) −
Wb, ... , W(tNt )−Wb] ∈ RNv×Nt with Nt the number of collected snapshots, the set of snapshot
may be decomposed with the SVD as:

Wb = Φ Σ VT = Φ A (4)

where the matrix Φ ∈ RNv×Nr is an orthonormal matrix containing the left singular vectors
corresponding to the POD mode vectors, with Nr = rank(Wb) ≤ min(Nv , Nt). The diagonal
matrix Σ ∈ RNr×Nr contains the singular values of Wb listed in order of decreasing magnitude.
Finally the matrix V ∈ RNt×Nr contains right singular vectors and the product A = Σ VT may
be viewed as coordinates associated to the POD modes so that a snapshot from the set Wb

can be recomputed exactly as W(ti ) = Wb + Φa(ti ) with a(ti ) ∈ RNr the i -th column of A.
The previous expression has finally the expected form of Eq. (3).

In the first step of reduction, only the first POD modes are kept in the basis Φ since they
contain most of the data to approximate the snapshots. A common measure of the basis
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truncation is given by the relative information content defined by ENq =
∑Nq

i=1 σ
2
i /
∑Nr

i=1 σ
2
i

with Nq ≤ Nr . In the second step of reduction, the snapshots approximation Eq. (3) with the
truncated basis Φ = [φ1, ... ,φNq

] with Nq � Nv is substituted in the FOM Eq. (2) and the
Galerkin projection leads to the reduced set of Nq equations for the modal coordinate vector a:

da(t)

dt
= ΦTR (Wb + Φ a(t), S) (5)

The previous system of equations is a small dynamical system whose solution is the modal
coordinate vector a which, combined to the POD basis Φ, provides the full flow field vector W
any time instant t, possibly not included in the snapshots database Wb. The reduced order
model should also be able to provide a solution for other parameter values typical of the studied
system provided that the spatial basis is updated.

The residual term R for the compressible Navier-Stokes equations is non-linear and cannot
be expressed explicitly in terms of the coordinates a(t) unless specific approximations are in-
troduced. Without any additional work, the evaluation of this term at each time step has to
be performed at the FOM level but the gain in computational time, if any, is very limited since
numerical operations are performed on large vectors of dimension Nv . To tackle this issue, the
non-linear term may be approximated in the same way as the snapshots:

R(W(t)) ≈ R(Wb) + Ψ c(t) (6)

where the matrix Ψ ∈ RNv×Np is obtained from a POD of the set of residual snapshots Rb =
[R(W(t1))−R(Wb), ... , R(W(Nt))−R(Wb)] and the vector c(t) ∈ RNp gathers the coordinates
associated to the POD modes of the residual term. The evaluation of this vector from the FOM
residual with c(t) ≈ ΨT[R(W(t))−R(Wb)] would still involve costly operations sizing with Nv .
We thus resort to masked projection techniques like the Discrete Empirical Interpolation Method
(DEIM) (Chaturantabut et al. 2010) or its QDEIM variant (Drmač et al. 2016) to evaluate the
unsteady term of the residual only on a small subset Nf � Nv of control cells. The masked
projection matrix P = [e℘1 , ... , e℘Nf

] ∈ RNv×Nf with e℘i
the i -th column of the identity matrix

of size Nv corresponds to the cell selection operation and has to be expanded to neighbor cells
so that the residual term can be evaluated locally as PTR(W) = RP(P̃TW) where RP is the
residual operator evaluated only in the Nf cells and P̃ ∈ RNv×(Nf +Ns) is the expanded masked
matrix with Ns the number of required neighbor cells depending on the spatial discretization
scheme. The application of the masked matrix to Eq. (6) then provides the approximation
c(t) ≈ Θ[RP(P̃TW(t))− PTR(Wb)] for the modal coordinates with the matrix Θ depending
on the invertibility of the matrix PTΨ:

Θ =

{
(PTΨ)−1 if Nf = Np

(ΨTPPTΨ)−1ΨTP if Nf > Np
(7)

These usual (Q)DEIM approximations provide as many interpolation points as the number
of residual POD modes (Nf = Np), but oversampling (Nf > Np) is sometimes beneficial to
improve the accuracy as sucessfully shown by Di Donfrancesco 2019 using a Block QDEIM
approach. Finally the ROM with the approximation of the non-linear term is obtained after the
substitution of the residual term approximation Eq. (6) in Eq. (5) and the replacement of the
modal coordinate c by its approximation with the masked projection and reads:

da(t)

dt
= ΦT(I−ΨΘPT) R(Wb) + ΦTΨΘRP(P̃T(Wb + Φ a(t))) (8)
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2.3 Full Order Model formulated with the Time Spectral Method

Provided that the FOM solution is periodic with period T = 2π/ω, the conservative field
vector and the residual term may be approximated by their truncated Fourier series W ≈∑Nh

k=−Nh
Ŵke kωt and R ≈∑Nh

k=−Nh
R̂ke kωt with Ñh = 2Nh + 1 coefficients. The Fourier coef-

ficients Ŵk are associated to their temporal counterpart W(tn) at different time instants via the
Discrete Fourier Transform (DFT). The matrix of Fourier coefficients Ŵ = [Ŵ−Nh

, ... , Ŵ+Nh
]T

is then derived from the temporal snapshots matrix W = [W(t0), ... , W(t2Nh
)]T with tn =

nT/Ñh via the weight matrix E with general term Ek,n = Ñ−1
h e−2πkn/Ñh such that Ŵ = EW .

Since the Fourier basis with the exponential functions {e kωt}Nh
k=−Nh

is orthonormal, the
truncated Fourier series of eq.(2) with Nh harmonics reduces to a set of Ñh equations which
can be recast in the condensed matrix form: DŴ = R̂(W) with R̂ the matrix of Fourier
coefficients for the residual term andD = diag(−ωNh, ... , ωNh). The explicit derivation of the
residual term with respect to the Fourier coefficients of the conservative variables R̂(E−1Ŵ)
may be cumbersome and the Time Spectral Method (Hall et al. 2002; Gopinath et al. 2005)
recasts the problem in the time domain while keeping the truncated Fourier approximation for
the conservative variables and the residual term. The equations then read E−1DEW = R(W)
where the left hand size is the spectral approximation of the time derivative operator with Nh

harmonics. For each time instant, the spectral derivative operator which couples all the time
instants may be expressed analytically (Gopinath et al. 2005) and the problem is solved with
a pseudo-time stepping technique. In practice the TSM problem uses the residual vector and
Jacobian matrix provided by ONERA’s code elsA (Cambier et al. 2013; Blondeau et al. 2019):

dW(tn)

dτ
= Dt(W(tn))− R(W(tn)) = RTSM(W(tn)) ∀ 0 ≤ n < 2Nh + 1 (9)

2.4 Projection based Reduced Order Model with the Time Spectral Method

In this section we introduce a Reduced Order Time Spectral Method (ROTSM) which reduces
the computational cost and exhibits better convergence properties than the Full Order TSM
(FOTSM). The snapshot database W contains the different time instants and is approximated
by a POD such that W(tn) = Φa(tn). Note that unlike the POD for the time domain Eq. (3),
the snapshots are not centered around a base field and the basis is not truncated since the rank
Nr = Ñh is already very small.

The residual RTSM in Eq. (9) can be rewritten with the POD for each time instant as
Dt(Φ)a(tn)−R(Φa(tn)) and depends on the vector a = [a(t0), ... , a(t2Nh

)] since the evaluation
of the derivative operator couples all the time instants. The Ñh equations for all time instants
can be gathered in a single residual term RTSM(a) and the system of equations is solved
iteratively with Newton’s method so that the increment ∆a(m) for the iteration m is given by:

J (m)∆a(m) = −RTSM(a(m)) (10)

with J (m) = J(m)ΦD , where the residual Jacobian is J(m)
i ,j = ∂RTSM(Φa(ti ))/∂(Φa(tj )) and

ΦD is a block diagonal matrix with the POD basis, see (Di Donfrancesco 2019) for further
details. The system Eq. (11) can finally be projected on the basis ΦD to obtain a very small
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system of Ñh equations such that:
[
ΦT

DJ (m)
]

∆a(m) = −ΦT
DRTSM(a(m)) (11)

This last formulation is apparently attractive since the projected Jacobian and residual
terms in Eq. (11) scale with Ñh. However since the residual is nonlinear, it has to be first
evaluated with the FOTSM and then projected, unless an additional approximation is introduced.
The masked projection approaches used in the time domain could as well be considered to
approximate the residual and the Jacobian of the ROTSM and further work has to be conducted
to evaluate this approach. Note that although Eq. (10) is not projected, the computational
cost for the resolution is still reduced since the Jacobian J has only Ñ2

h columns instead of
Ñh · Nv with the FOTSM. The convergence is also accelerated with respect to the FOM since
the initial guess for a comes from the projection of an initial field W0 on the POD basis which
is presumably a good representation of the solution.

2.5 POD basis adaptation for parametrized ROMs

The ROMs detailed in previous sections have to provide accurate solutions in a certain range of
a parameter λ. A global POD basis can be computed from a set of snapshots including different
time instants and different parameter values: W = [W(t1,λ1), ... , W(tM ,λP)]. However the
resulting POD modes are no longer optimal for any parameter value and many modes have to
be considered since the first modes represent average fields common to all parameter values
(Amsallem 2010; Di Donfrancesco 2019). Another solution is to compute several POD bases
Φλp from the snapshots sets Wλp = [W(t1,λp), ... , W(tM ,λp)] for p = 1, ... , P . In this case
the POD bases are optimal for each parameter λp. Then the POD basis for a new parameter
value λ? /∈ Λ = {λp}P

p=1 is interpolated on the tangent space of the Grassmann manifold
associated to the set of POD bases (Amsallem 2010). Such a procedure has been successfully
used by Freno et al. 2014 for example on similar aeroelastic problems. Once in the tangent
space, the interpolation can be performed with any classical interpolation method and the
interpolated point is then sent back to the Grassmann manifold to obtain a representative
subspace for the new parameter value.

3 Numerical applications

3.1 Time domain ROM for the flow around an oscillating cylinder at low Reynolds number

The accuracy of the time domain ROM is investigated on the example of an oscillating cylinder
in a laminar cross-flow at Re = 185. The vertical motion of the cylinder is prescribed with
the function y(t) = A sin(2πft) and different values of the normalized amplitude Ar = A/d
and frequency fr = f /fS with d the cylinder diameter and fS the vortex shedding frequency
are investigated by Di Donfrancesco 2019. Numerical simulations have been conducted for
(Ar , fr ) = (0.2, 0.8) and (0.5, 1.2) where secondary frequencies are observed in the flow field.

The Navier-Stokes equations are solved first with the FOM on a deforming grid to generate
a set a snapshots selected after the transient phase. The relative information content of the
POD modes is plotted in Fig. 1a and the first POD modes for (Ar , fr ) = (0.2, 0.8) are shown
in Fig. 1b. The time integration of the ROM is performed with a 4 steps Runge-Kutta method
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Figure 1 – POD analysis of the oscillating cylinder at Re = 185.

for a single period of vortex shedding corresponding to the sampling time interval to compute
the POD. Only Nq = 12 modes are sufficient to reproduce accurately the vortex shedding.
Several tests have been conducted to check the robustness of the masked projection methods
to approximate the nonlinear residual term.

The solution time histories of the first 3 modal coordinates ai (t) are plotted in Fig. 2a and
2b. Then the nonlinear term is approximated with the BQDEIM using Np nonlinear residual
POD modes and Nf = b · Np interpolation points with b = nv = 4 and Np = 14 for (Ar , fr ) =
(0.2, 0.8) and b = 20 and Np = 40 for (Ar , fr ) = (0.5, 1.2). The results plotted in Fig. 2a
and 2b are also satisfactory in both cases (see the difference plotted on the right axis) and the
relative error for the density field at the last time instant plotted in Fig.2c is lower than 3%
(less than 1.2% for (Ar , fr ) = (0.2, 0.8)).
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Figure 2 – Comparison of the first three modal coordinates time histories ( FOM, ROM)
and density field error at Re = 185.

Additional test cases have been investigated in (Di Donfrancesco 2019) and a parametric
investigation of the ROM with respect to the amplitude and frequency variation has also been
conducted. Satisfactory results are obtained but the long term stability of the ROM is not
always ensured for a new parameter value, even for this low Reynolds number test case. Note
that the number of interpolation cells has to be increased up to 6% of the total number of cells
in the second case (Ar , fr ) = (0.5, 1.2) presented here. Special care has therefore to be taken
for parametric investigations in order to ensure that a sufficient number of cells is used for the
interpolation, whatever the value of the considered parameter.

3.2 ROTSM for the transonic flow around an oscillating airfoil

The second test case considered here is a transonic pitching NACA64A010 airfoil. Di Don-
francesco (2019) has shown that simulations with the time domain ROM fail to converge on
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long term even in subsonic regime at Ma = 0.50 without masked projection and the robust-
ness of the ROTSM is therefore demonstrated here. A reference simulation is first run for
Ma = 0.796 with the Euler FOTSM implemented in (Blondeau et al. 2019) with Nh = 1 har-
monic only The prescribed harmonic pitch motion is defined by α(t) = α0 + α̂ sin(2πft) with
α0 = −0.22◦, α̂ = 1.01◦ and the frequency is set to f = 34.4 Hz.

The 3 TSM snapshots and the corresponding POD modes are plotted in Fig. 3. The POD
basis is not truncated since the size is already very small. The convergence of the ROTSM is
much faster than the one of the FOTSM since the initial uniform freestream solution is projected
on the POD basis and provides a good guess for the modal coordinates. As shown in Fig. 4a
the residual is close to the one of the FOM solution in about 20 iterations; it does not decrease
further since the ROTSM solution (which is necessarily in the subspace spanned by the POD
basis) can not be better than the FOTSM solution. The skin pressure is perfectly reproduced,
as well as the lift and drag forces whose time history can be evaluated over a complete cycle
of oscillation from its Fourier series as shown in Fig. 4b.

(a) TSM snapshots of Mach field at {tn}2Nh
n=0

(b) Proper orthogonal modes of density {Φ(ρ)
i }2Nh

i=0

Figure 3 – TSM snapshots and POD modes for the pitching airfoil at Ma = 0.796 with Nh = 1.
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Figure 4 – ROTSM vs FOTSM results (a), (b) and database of skin pressure at t0.

A database of reference simulations is then run at different Mach numbers Ma ∈ [0.50; 0.84]
from subsonic to transonic regime. The range of variation for the skin pressure is illustrated in
Fig. 4c. A strong pressure gradient develops for Ma ≥ 0.76. A set of POD bases is first con-
structed with a regular sampling for Ma ∈ {0.52, 0.56, 0.60, 0.64, 0.68, 0.72, 0.76, 0.80, 0.84}
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and the ROTSM is evaluated for new values of the Mach number Ma? ∈ {0.58, 0.74, 0.79, 0.81}.
Different interpolation methods on the tangent plane of the Grassmann manifold are compared
in Tab. 1 for the average and maximal value of the relative error between the skin pressure
computed by the ROTSM with respect to the FOTSM for the 2Nh + 1 time instants.
Table 1 – Relative error in percentage for the skin pressure at all time instants between the
FOM and the ROM for several interpolated Mach numbers with the first database.

Mean error Max. error

Linear Spline Lagrange Linear Spline Lagrange

Ma = 0.58 8,15 ·10−2 4,06 ·10−2 1,07 ·10−1 8,38 ·10+1 4,58 ·10+1 2,18 ·10+1

Ma = 0.74 2,95 ·10−1 4,30 ·10−1 2,39 ·10−1 5,50 ·10+1 1,09 ·10+2 5,00 ·10+1

Ma = 0.79 7,29 ·10−1 6,70 ·10−1 7,59 ·10−1 1,78 ·10+2 1,59 ·10+2 2,10 ·10+2

Ma = 0.81 7,55 ·10−1 8,21 ·10−1 1,71 ·10+0 1,79 ·10+2 2,94 ·10+2 8,97 ·10+2

The relative mean error for the airfoil skin pressure is overall under 1% and increases with
the Mach number. The maximal relative error is however much higher and increases signifi-
cantly when the flow becomes transonic. The spline or Lagrange interpolation methods provide
accurate results in subsonic regime but should be avoided when the flow becomes transonic
because spurious oscillations in the interpolation lead to inaccurate results.

A second database for Ma ∈ {0.50, .6, .70, .74, .76, 0.77, .78, .8, .82, .84} is considered with
a finer sampling in the transonic regime and less points in the subsonic one. Results in Table 2
indicate that the error can be substantially descreased in the transonic regime for Ma = 0.79 and
0.81 but the integration sometimes fails with Lagrange interpolation. The error in the subsonic
regime is larger than with the first database since the sampling is now coarser. Accurate results
in subsonic and transonic regimes thus require a fine sampling in both regimes.
Table 2 – Relative error in percentage for the skin pressure at all time instants between the
FOM and the ROM for several interpolated Mach numbers with the second database.

Mean error Max. error

Linear Spline Lagrange Linear Spline Lagrange

Ma = 0.58 1,75 ·10−1 1,34 ·10−1 — 1,06 ·10+2 1,29 ·10+2 —
Ma = 0.74 3,03 ·10+0 3,03 ·10+0 3,03 ·10+0 2,98 ·10+2 2,98 ·10+2 2,99 ·10+2

Ma = 0.79 3,41 ·10−1 3,56 ·10−1 5,91 ·10−1 3,69 ·10+1 2,73 ·10+1 8,71 ·10+1

Ma = 0.81 3,92 ·10−1 3,75 ·10−1 — 3,39 ·10+1 2,24 ·10+1 —

4 Conclusions

ROMs in the time and frequency domains have been developed and used for aeroelastic ap-
plications in subsonic and transonic regime. For low Mach numbers, time domain ROMs with
masked projection techniques provide accurate results, at least for short term time integration.
An original BQDEIM approach was implemented to enable oversampling for the nonlinear term
approximation and to improve the accuracy of the time domain ROM. When the Mach number
increases, time domain ROMs lack robustness and the ROTSM formulation proved to be more
robust. The parametric response has been investigated with several interpolations methods and
database of POD bases. The database has to be refined to capture accurately the shock in the
transonic regime and linear or spline interpolations are more stable than Lagrange interpolation.

581



Second International Symposium on Flutter and its Application, 2020

References

Amsallem, D. (2010). “Interpolation on Manifolds of CFD-based Fluid and Structural Reduced-
Order Models for On-Line Aeroelastic Predictions”. PhD Thesis. Stanford University.

Anttonen, J., P. King, and P. Beran (2003). “POD-Based reduced-order models with deforming
grids”. Mathematical and Computer Modelling 38.1, pp. 41–62.

Blondeau, C. and C. Liauzun (2019). “A Modular Implementation of the Time Spectral Method
for Aeroelastic Analysis and Optimization on Structured Meshes”. 18th International Forum
on Aeroelasticity and Structural Dynamics. IFASD-2019-032. Savannah, Georgia, USA.

Bourguet, R., M. Braza, and A. Dervieux (2011). “Reduced-order modeling of transonic flows
around an airfoil submitted to small deformations”. Journal of Computational Physics 230.1.

Cambier, L., S. Heib, and S. Plot (2013). “The Onera elsA CFD software: Input from research
and feedback from industry”. Mechanics & Industry 14, pp. 159–174.

Chassaing, J.-C., X. Nogueira, and S. Khelladi (2013). “Moving Kriging reconstruction for
high-order finite volume computation of compressible flows”. Computer Methods in Applied
Mechanics and Engineering 253, pp. 463–478.

Chaturantabut, S. and D. C. Sorensen (2010). “Nonlinear model Reduction via Discrete Em-
pirical Interpolation”. SIAM Journal on Scientific Computing 32.5, pp. 2737–64.

Di Donfrancesco, F. (2019). “Reduced Order Models for the Navier-Stokes equations for Aeroe-
lasticity”. PhD Thesis. Sorbonne University.

Donea, J. et al. (2004). “Encyclopedia of Computational Mechanics”. Vol. 1: Fundamentals.
John Wiley & Sons. Chap. 14: Arbitrary Lagrangian-Eulerian Methods, pp. 1–25.

Drmač, Z. and S. Gugercin (2016). “A New Selection Operator for the Discrete Empirical
Interpolation Method - Improved a priori error bound and extensions”. SIAM Journal on
Scientific Computing 38.2.

Freno, B. A. and P. G. Cizmas (2014). “A proper orthogonal decomposition method for nonlinear
flows with deforming meshes”. International Journal of Heat and Fluid Flow 50.

Gopinath, A. and A. Jameson (2005). “Time Spectral Method for Periodic Unsteady Compu-
tations over Two- and Three- Dimensional Bodies”. 43rd AIAA Aerospace Sciences Meeting
and Exhibit. Reno (NV).

Hall, K. C., J. P. Thomas, and E. H. Dowell (1999). “Reduced-Order Modelling of Unsteady
Small-Disturbance Flows using a Frequency-Domain Proper Orthogonal Decomposition
Technique”. 37th Aerospace Sciences Meeting and Exhibit. Reno (NV).

Hall, K. C., J. P. Thomas, and W. S. Clark (2002). “Computation of Unsteady Nonlinear Flows
in Cascades Using a Harmonic Balance Technique”. AIAA Journal 40.5, pp. 879–886.

Liberge, E. and A. Hamdouni (2010). “Reduced order modelling method via proper orthogo-
nal decomposition (POD) for flow around an oscillating cylinder”. Journal of Fluids and
Structures 26.2, pp. 292–311.

Placzek, A., D.-M. Tran, and R. Ohayon (2011). “A nonlinear POD-Galerkin reduced-order
model for compressible flows taking into account rigid body motions”. Computer Methods
in Applied Mechanics and Engineering 200.49-52, pp. 3497–14.

Thomas, J. P., E. H. Dowell, and K. C. Hall (2010). “Using Automatic Differentiation to Create
a Nonlinear Reduced-Order-Model Aerodynamic Solver”. AIAA Journal 48.1, pp. 19–24.

582



Second International Symposium on Flutter and its Application 

 

This work has been funded within the frame of the JTI Clean Sky 2, AIRFRAME Integrated Technology Demonstrator platform 

"AIRFRAME ITD" (contract N CSJU-CS2-GAM-AIR-2014-15-01 Annex 1, Issue B04, October 2nd, 2015) being part of the 

Horizon 2020 research and Innovation framework programme of the European Commission. 

 

Assessment of flutter methods by numerical correlations with wind 

tunnel test data on U-tail configuration 

 

Sylvie Dequand1, Arnaud Geeraert1 and Guy-Daniel Mortchelewicz1 
 

1ONERA, The French Aerospace Lab, Aerodynamics, Aeroelasticity & Acoustics 

Department (DAAA/MSAE), Châtillon, France, Sylvie.Dequand@onera.fr  

 

Keyword: Aeroelasticity, High-Fidelity simulations, Flutter, Empennage 

 

 Aircrafts can be designed with different aft body configurations and all kinds of 

empennages exist. This study focuses on the aeroelastic behavior of intersecting surfaces 

typically arising on aircraft tail, such as U-tail. It presents aerodynamic and flutter correlations 

between experimental and numerical results, in subsonic and transonic domain for a wind 

tunnel model representative of such aircraft tail.  

Wind tunnel tests1 (WTT) were carried out in ONERA S2MA pressurized wind tunnel on 

innovative tail concepts in the framework of the Cleansky research program. This test 

campaign provided a thorough experimental database for flutter mechanism evaluation of 

intersecting airfoil surfaces. 

High-fidelity fluid-structure coupling simulations are performed using the elsA CFD 

solver2 (ONERA-Airbus-Safran property). The aim is to evaluate the ability of our high-fidelity 

numerical tools to reproduce complex aerodynamic phenomena due to flow interactions 

between the different airfoil surfaces and to predict the sensitivity of the aeroelastic stability to 

the geometric parameters (dihedral, yaw angle).  

Steady and unsteady pressure coefficients along different slices of the airfoil surfaces 

have been measured at different aerodynamic conditions and are compared to numerically 

predicted pressure coefficients. The aeroelastic stability of the studied configuration is also 

investigated. Different numerical methods can be applied such as the Forced Harmonic 

Excitation, the Pulse and the Direct Coupling methods. Data obtained with these numerical 

methods are compared to Wind Tunnel Test data and to results obtained with the low-fidelity 

DLM method.  

 

 

 

 

 

 

Figure 1: Flutter model wall-mounted in the test section of the transonic pressurized wind 

tunnel S2MA (Onera) (2016) – Pressure distribution at the empennage intersecting surfaces. 
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Abstract  
In this study, in order to develop unsteady pressure-sensitive paint (PSP) applicable to flutter 
wind-tunnel testing, we improved conventional anodized-aluminum PSP (AA-PSP) to a two-
color PSP. We focused on sulfuric acid-based AA-PSP, and tried to improve this types of AA-
PSP. As a result, the effect of dye adsorption time to the surface of the AA-PSP and 
concentration of the dye solution on the properties of AA-PSP-based two-color PSP was 
clarified. 
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1  Introduction  

The investigation of the flutter phenomenon is an important issue directly related to the 
safety of aircraft, and the investigation is experimentally being promoted by aerodynamic 
tests using a flutter wind tunnel. In such a situation, in recent years, the use of pressure-
sensitive paints (PSP) ((Liu et al., 2004)) for the purpose of understanding the flutter 
phenomenon has attracted attention. PSP is a pressure sensor using a photochemical 
reaction of luminescent dye, and, it is composed of dye molecules and a binder which fix 
dyes on the surface of the measurement target. PSP is applied to the test model and excited 
by excitation light source like LED, laser etc. with appropriate wavelength, and the dye is 
excited and emits light. The emission intensity from fluorescent dye decreases as the oxygen 
concentration increases due to oxygen quenching. By using this characteristics, the surface 
pressure distribution on the test model can be measured by detecting emission light intensity 
from excited PSP.   
However, it is generally difficult to measure the pressure distribution using PSP technique 
on a surface of the airfoil model with severe deformation and vibration such as fluttering. To 
calculate pressure value from captured images, model shape in captured images need to 
keep completely same. However, test models for aeroelastic experiment in wind-tunnel 
vibrates, moves and/or deforms during experiment. Therefore, it is difficult to apply PSP 
technique to these kind of experiments. For example, the PSP measurement in the flutter 
test conducted by Nakakita et al. (Nakakita et al. 2009 & 2012) succeeded in capturing the 
qualitative pressure change on the aluminum wing model that greatly deformed with the 
flutter, but could not determine the quantitative pressure value. As a method solving such a 
problem, there is the two-color PSP technique (Numata et al. 2018 & 2019). This PSP 
technique uses two luminescent dye, and by getting emissions from these simultaneously 
in measurement and using these as a wind-on and wind-off images, PSP measurement in 
flutter wind-tunnel experiment becomes possible. In particular, anodized-aluminum PSP 
(AA-PSP) has a time response on the order of kHz or higher (Asai, 1997, Sakaue, 1999). 
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Therefore, when AA-PSP is improved to a two-color PSP and used in a flutter test, a high-
speed unsteady phenomenon can enable to be captured with high time resolution. 
In this study, in order to develop unsteady PSP applicable to flutter wind-tunnel testing, we 
improved conventional AA-PSP to a two-color PSP. We focused on sulfuric acid-based AA-
PSP, and tried to improve this types of AA-PSP.  

2  Measurement principle  

2.1  Pressure-Sensitive Paint (PSP) 

Pressure-Sensitive Paint (PSP) is an optical pressure measurement technique widely used 
in aerodynamic tests, especially wind-tunnel testing (Liu et al. 2004). The PSP consists of a 
luminescent molecule, known as a luminophore, and a binder adhere the luminophore to the 
model surface. When luminophore molecules inside the binder are excited by the excitation 
light with UV or visible wavelength, they emit light with longer wavelength. Luminescent 
intensity of the PSP is reduced in presence of oxygen in test gas by photo-physical process 
known as oxygen quenching. This intensity change of luminescence is correlated with 
oxygen concentration that is proportional to pressure in gas. Therefore, local surface 
pressure can be determined from detected luminescence intensity.  
One of the advantage of PSP measurement comparing with conventional pressure 
measurement techniques is that pressure distribution can be measured as two-dimensional 
images with high spatial resolution. In conventional aerodynamic testing, a pressure-tap or 
an unsteady pressure sensor was mainly used for pressure-measurement on surface of the 
test model. However, this conventional pressure measurement technique is only able to 
measure spatially-discrete pressure distribution on the surface of the test model due to the 
limitation of installing and manufacturing these sensors on it. Therefore, PSP measurement 
technique has advantage compared with conventional point-measurement pressure sensors. 
To calculate pressure distributions on the test model which is applied to the PSP, the wind-
on image (I, image including luminescent intensity change caused by aerodynamic 
phenomena) is acquired during the experiment and the wind-off reference image (Iref, image 
including luminescent intensity of the test model before experiment) is also acquired. The 
dark current image (Idark, shutter-closing image of photodetector like the high-speed video 
camera) is subtracted from both images, and luminescence intensity ratio by taking the ratio 
of the wind-on image and wind-off image ((Iref - Idark) / (I - Idark)) is obtained. Luminescence 
intensity ratio is converted to pressure by applying Stern-Volmer relationship shown in Eq. 
(1),  −− = +  (1)

where P, I and A(T) and B(T) represents pressure, luminescence intensity and calibration 
coefficients, respectively.   

2.2  Anodized-Aluminum PSP (AA-PSP) 

As one of application field of PSP technique, there are unsteady high-speed aerodynamic 
phenomena represented by shock-wave phenomena (Asai et al. 2000) (Gongora-Orozco et 
al. 2010). To apply PSP technique to these high-speed phenomena, improvement of time 
responsiveness of the PSP is important. To capture high-speed flow phenomena accurately, 
especially shock-wave phenomena, the PSP with O(kHz) or higher response time is needed. 
Time response of the PSP depends on two factors, photochemical reaction time and 
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diffusion time of oxygen molecules diffusing into the binder. The response time of the 
traditional PSP was mainly limited by the oxygen diffusivity of the binder since polymer 
binders have low oxygen diffusivity.  
To improve response time of the PSP from the viewpoint of oxygen diffusivity, fast-
responding PSPs using porous binders were developed for unsteady pressure 
measurement. There are various types of porous pressure-sensitive paints in use, 
depending on the type of binder (mostly inorganic material). For example, Baron et al. (Baron, 
et al. 1993) used a commercial porous silica-gel thin-layer chromatography (TLC) plate. Asai 
et al. (Asai et al. 2000) developed another type of porous binder by using a porous alumina 
as a binder, which was later modified by Sakaue et al. (Sakaue et al. 1999) and called 
Anodized-Aluminum PSP (AA-PSP). Fig. 1 shows schematic of AA-PSP. 
 

 
Figure 1: Schematic of the anodized-aluminum PSP (AA-PSP) 

 
Various luminophores are adsorbed on the surface of the porous alumina via chemical and 
physical force. These porous PSPs have much faster time response characteristic than 
conventional polymer-based PSPs because of its high oxygen diffusivity. 

2.3  Two-color PSP 

In general PSP measurement, pressure at wind-on situation on the surface of the test model 
is calculated from the luminescence intensity ratio image obtained by taking the ratio of the 
wind-on image and the wind-off image captured in experiment. However, if the test model 
moves, vibrates and/or deforms during experiment, for example during flutter experiment, 
calculation of luminescence intensity ratio is difficult because difference occurs between 
shape and/or position of the test model captured in each of images. Therefore, in general, 
to apply conventional PSP measurement techniques to dynamic measurement is difficult. In 
such cases, it is effective to use two-color PSP measurement method in which a second-
dye (reference dye) that does not have pressure sensitivity is mixed with the normal PSP. In 
this method, two emission signals from two dyes in the two-color PSP are simultaneously 
detected by the photodetector and use those signals as a wind-on image and a wind-off 
image. Fig. 2 shows conceptual diagram of two-color PSP method. 
In order to detect two emission wavelength bands simultaneously, an imaging device such 
as a high-speed color camera or a two-wavelength splitter optical system is generally used.  
In this study, the two-wavelength splitter optical system is used as a detector which can 
install any optical filters. 
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Figure 2: Conceptual diagram of two-color PSP method 
 

3  Experimental setup and condition  

3.1  Sample fabrication 

In this study, we focused on sulfuric acid-based AA-PSP. Sulfuric acid was used as an 
electrolyte for anodization. The energizing time, electrolyte temperature, and post-treatment 
time for making anodized test samples were similar to those decided from in the past 
research (Numata et al. 2019). AA-PSP using anodized aluminum by using this anodization 
condition has a response time of 9,000 Hz to the pressure change (Numata et al. 2019). In 
this study, a chiller was used to keep the electrolyte temperature constant. Tris (4,7-diphenyl-
1,10-phenanthroline) ruthenium (II) dichloride (Bath-Ru) was used as a pressure-sensitive 
dye and Fluorescein was used as a reference dye, respectively. Pressure sensitive dye and 
reference dye was dissolved in chloroform to make a dye solution. Amount of the pressure 
sensitive dye in solvent is 1 mM. In the experiment, three types of dye solutions were 
prepared: a dye solution containing no reference dye, a dye solution containing a fixed 
amount of the reference dye, and a dye solution in which the amount of the reference dye 
was reduced to 40 %. The anodized aluminum samples were dipped using each of these 
dye solutions, and the effects of dipping time and concentration of the reference dye on PSP 
characteristics were investigated.  
In this study, in order to investigate the effect of dipping time and concentration of reference 
dye in dye solution on the characteristics of AA-PSP, several anodized samples were made 
with dipping time as a parameter. In this study, samples were prepared by changing the 
dipping time by 6 patterns (10 min., 20 min., 30 min., 40 min., 50 min. and 60 min.). After 
samples are prepared, it is subjected to a calibration test to clarify pressure sensitivity. In 
this study, the sample temperature during the calibration test was 20 deg.C. 

3.2  Calibration system for PSP 

Fig. 3 shows a schematic diagram of the static calibration system (Numata, 2017). This 
calibration chamber is composed of a pressure chamber for setting test samples, a pressure 
controller for controlling pressure inside the pressure chamber and a temperature controller 
for controlling temperature of the test sample. A dry vacuum pump and a high-pressure 
source are connected to the pressure controller. By using this pressure controller, pressure 
in the calibration chamber can be adjusted in the range of 0.2 kPa to 1,000 kPa. The 
temperature controller controls temperature of the test sample using a Peltier element, and 
adjustable temperature range is approximately 0 deg.C to 50 deg.C. However, this range 
varies depending on the size and material of the test sample. By using these devices, the 
calibration system can arbitrarily change pressure and temperature on and around the test 
sample set in the chamber. 
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A xenon continuous light source or LED light is used as the excitation light source. These 
becomes the excitation light source with specific wavelength band by attaching arbitrary 
optical filters. Fluorescence detection from test samples is performed with a CCD camera, 
a CMOS camera or the spectrofluorophotometer, etc. If emission wavelength from test 
samples is known, detection of luminescence from test samples is performed by using any 
cameras. In this case, luminescence from test samples is recorded as an image data. Optical 
filters is attached to the front of the camera because it is necessary to transmit only 
luminescence from the PSP to the image sensor of the camera. 
The spectrofluorophotometer is also used to clarify excitation and emission wavelength of 
PSP samples. This makes it possible to measure excitation and emission spectrum under 
arbitrary pressure and temperature environment. 
In this study, a bandpass filter of 650 ± 50 nm was used to detect luminescence from 
pressure-sensitive dyes. Similarly, a 525 ± 20 nm bandpass filter was used to detect 
emission from the reference dye. The excitation light source is a xenon light source equipped 
with a 500 nm short-pass filter.  
 
 

Figure 3: Static calibration system for the molecular imaging sensor at Tokai University 

4  Result and discussion 

4.1  Pressure sensitivity of PSPs without reference dye 

Firstly, the effect of dipping time on pressure sensitivity of AA-PSP without reference dye 
was investigated. Figure 4 shows a Stern-Volmer plot of developed PSPs without reference 
dye in the pressure range of 0.2 kPa to 200 kPa at a sample temperature of 20 deg.C. The 
vertical axis is the emission intensity ratio Iref / I, and the horizontal axis is the test pressure, 
respectively. The reference pressure in this case is 100 kPa. 
As shown in Figure 4, it can be seen that the Stern-Volmer plot is not significantly depending 
on the dipping time. The pressure sensitivity of each PSPs near atmospheric pressure was 
approximately 0.8 %/kPa. The peak of the emission intensity was obtained under the 
condition of a dipping time of 20 minutes. However, the emission intensity of these PSPs 
near the atmospheric pressure is lower than that of PSPs using dichloromethane as a dye 
solvent.  
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Figure 4: Effect of dipping time to Stern-Volmer plot of PSPs without reference dye 

(Pressure range: 0.2 kPa to 200 kPa) 

4.2  Pressure sensitivity of PSPs with reference dye 

Secondly, the effect of reference dye on pressure sensitivity of AA-PSP was investigated. 
Figure 5 shows a Stern-Volmer plot of developed two types of two-color PSPs in the 
pressure range of 0.2 kPa to 200 kPa at a sample temperature of 20 deg.C. The vertical axis 
is the emission intensity ratio Iref / I, and the horizontal axis is the test pressure, respectively. 
The reference pressure in this case is 100 kPa.  
As shown in Fig.5, it can be seen that the nonlinearity of the Stern-Volmer curve is increased 
for all dye concentrations. In addition, it can be seen that the rate of change in emission 
intensity near the atmospheric pressure is small, and that the pressure sensitivity is reduced 
by mixing the reference dye. In addition, pressure sensitivity of PSPs near atmospheric 
pressure decreases as the concentration of the reference dye decreases. Therefore, in order 
to obtain high pressure sensitivity with a two-color PSP using fluorescein, it is necessary to 
increase the concentration of the fluorescein in the dye solution. 
Focusing on the relationship between the dipping time and the pressure sensitivity, a similar 
tendency is observed under any of the conditions. In both types of two-color PSPs, it can be 
seen that the nonlinearity of the Stern-Volmer curve becomes weaker as the dipping time 
increases, and the pressure sensitivity near the atmospheric pressure increases.  
From these results, it can be seen that when improving sulfuric acid-based AA-PSP to a two-
color AA-PSP, it is necessary to further increase the concentration of the reference dye in 
dye solution in order to increase pressure sensitivity. However, at this time, it is necessary 
to consider the balance between the emission intensity of the PSP dye and the emission 
intensity of the reference dye.  
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(a) with fluorescein (b) with fluorescein (the amount of the 

reference dye was reduced to 40 %) 
Figure 5: Effect of dipping time to Stern-Volmer plot of PSPs without reference dye 
(Pressure range: 0.2 kPa to 200 kPa) 

 

5  Conclusions  

In this study, in order to develop unsteady pressure-sensitive paint (PSP) applicable to flutter 
wind-tunnel testing, we improved conventional anodized-aluminum PSP (AA-PSP) to a two-
color PSP. We focused on sulfuric acid-based AA-PSP, and tried to improve this types of AA-
PSP. As a result, the effect of dye adsorption time to the surface of the AA-PSP and 
concentration of the dye solution on the properties of AA-PSP-based two-color PSP was 
clarified. From results of calibration tests, it can be seen that when improving sulfuric acid-
based AA-PSP to a two-color AA-PSP, it has been found that to increase the pressure 
sensitivity, it is necessary to increase the concentration of the reference dye. 
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Abstract  

Time histories of dynamic vertical and torsional displacements of and self-excited lift force 

and pitching moment acting on a spring-suspended sectional model of a typical flat 

closed-box bridge deck were measured simultaneously during the occurrence of nonlinear 

self-limiting coupled flutters. A pair of nonlinear mathematical models of self-excited forces 

was then presented via trial-and-error. A 2D analysis approach for nonlinear coupled flutter 

was proposed for carrying out the trial-and-error as well as for identifying the model 

parameters based on an approximate linear complex mode decomposition. A feasible 

approach for identifying the model parameters was finally put forward correspondingly and 

verified via comparing the calculated displacement responses of the nonlinear coupled 

flutter with the measured ones. 

Keyword: nonlinear coupled flutter, nonlinear self-excited force, mathematical model, 

parameter identification, 2D analysis of nonlinear coupled flutter 

1  Introduction  

Although flutter of long-span bridges is conventionally treated as a linear problem of 

wind-induced instability based on various types of linear self-excited force models (Scanlan, 

1978; Xie and Xiang, 1985; Agar, 1989; Scanlan and Jones, 1990; Namini et al., 1992; 

Zasso, 1996; Ge and Tanaka, 2000; Chen et al., 2001; Ding, et al., 2002), its nonlinear 

behaviors, characterized by phenomena of self-limiting of vibration response, limit cycles 

oscillation(LCO), distortion of vibrating form of aeroelastic self-excited forces from 

sinusoidal wave, higher-order multiple frequency components in aeroelastic self-excited 

forces, amplitude-dependence of linear flutter derivatives, nonlinear hysteresis effects of 

measured aeroelastic self-excited forces, etc., have been found on bluff bridge decks with 

various type of cross sections, such as flat rectangular section, -shape section, twin 

edge-girder section, fully-closed and semi-closed box sections, etc., by various researchers 

(Noda, 2003; Diana et al., 2004, 2008 and 2010; Náprstek et al., 2007, 2008, 2011; Xu and 

Chen, 2009; Liao et al., 2011; Amandolese, 2013；Zhu and Gao, 2015, 2016; Zhu et al., 

2016; Zhang, 2017; Zhang et al., 2017; Gao et al., 2018). To explore the nonlinear 

mechanism of flutter and self-excited forces and predict the nonlinear flutter responses of 

long-span bridges, mathematically modeling nonlinear aeroelastic forces on bridge decks is 

very necessary, but still not sufficient.  

Náprstek et al. (2007, 2011) proposed a nonlinear self-excited forced model as an 

extension of classical linear formula by combining Rayleigh or Van der Pol with Duffing 

types of nonlinear heave-torsion coupled differential equations, and then extensively 
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explored various nonlinear behaviors in post-critical state (Náprstek et al.,2007). Diana et al. 

(2008) proposed a numerical approach to model the various aerodynamic nonlinearities 

using a rheological mechanical model, and an improved version of a band superposition 

method to model the aerodynamic nonlinear effect induced by large-amplitude fluctuations 

of instantaneous angle of attack arising from torsional and vertical motion as well as 

turbulent wind components (Diana et al.,2013). Liu and Ge (2013) proposed a set of 

nonlinear differential equations with internal states to model nonlinear and unsteady 

characteristics of bridge aerodynamics. Wu and Kareem (2013) established a nonlinear 

convolution scheme using Volterra series to model nonlinear self-excited force. However, 

the above modelling of nonlinear self-excited forces are rather complicated and 

inconvenient for practical applications. Based on the equivalent linearization approach, Zhu 

and Gao presented a nonlinear model of self-excited torsional moment for the single 

degree of freedom (SDOF) nonlinear torsional flutter of a twin edge-girder deck by 

considering the amplitude-dependent effect of linear flutter derivatives (Zhu and Gao, 2016), 

but it is not effective enough for exploring the mechanism of nonlinear flutter in details. In 

this connection, Gao and Zhu (2018) proposed and verified a relative simplified nonlinear 

mathematical model of self-excited torsional moment similar to the Scanlan’s linear model 

by introducing a cubic angle velocity term and a cubic angle displacement term to consider 

the nonlinear effects of aerodynamic damping and stiffness. In conjunction with a 

correspondingly proposed two-step least square approach based on the measured series 

of periodical work and reactive work for the identification of model parameters, this 

simplified nonlinear mathematical model is very convenient to application and is feasible 

and reliable to predict the stable amplitude of nonlinear SDOF torsional flutter.  

However, flutter of flat fully-closed box deck, which has been used frequently in long-span 

bridges, commonly show a coupled pattern in vertical and torsional degrees of freedom with 

some phase difference which may change during vibration. In this connection, a pair of 

nonlinear mathematical model of aeroelastic self-excited lift force and torsional moment of 

the nonlinear coupled flutter as well as the corresponding model parameter identification 

approach were then presented and are going to be introduced infra. 

2  Wind tunnel test of sectional model on nonlinear coupled flutter 

A typical flat fully-closed box deck as shown in Fig.1 was taken as the background for the 

investigation of nonlinear coupled flutter in this study. A series of spring suspended 

sectional model test were carried out in TJ-2 wind tunnel in Tongji University, and the time 

histories of the vertical and torsional displacements as well as the self-excited lift force and 

torsional moment were simultaneously measured when self-limiting nonlinear coupled 

flutter happened at different testing wind speeds. The detailed information about the fully- 

closed box deck as well as the sectional model tests of nonlinear coupled flutter, including 

the measurement of dynamic displacement responses, the measurement and verification of 

self-excited lift force and torsional moment can be referred to Zhu et al. (2016). 

It was found from the test results that the flutter of the concerned flat fully-closed box deck 

always exhibited notable coupled pattern in torsional and vertical DOFs, and both the 

vertical and torsional displacement responses of the coupled flutter were dominated by the 

first-order component of the 2nd fundamental frequency of the sectional model system, 

which corresponding to the torsional frequency of model system without wind. Furthermore, 

the wave shapes of both the time histories of the self-excited lift and torsional moment 

deviates notably from normal sinusoidal curves, and the spectra also contain significant 

peaks at higher-order multiple frequencies. This means that the self-excited lift and 
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torsional moment of this kind of flat fully-closed box deck has notable nonlinearity.  

 

 

 

(a) cross section (b) Sectional model in TJ-2 wind tunnel 

Figure 1: Wind tunnel test of spring-suspended sectional model of fully-closed box deck 

3  Nonlinear mathematical models of self-excited forces of coupled flutter 

The nonlinearity of aeroelasticity is due to the complex nonlinear behaviors of the 

interaction between the structural vibration and the surrounding flows. From a quasi-steady 

perspective, it can be interpreted as the result of the continuous change of the structural 

aerodynamic shape along the transient resultant wind including the effect of relative wind 

caused by structural vibration, i.e., the continuous change of effective attack angle of the 

transient resultant wind. Therefore, the nonlinear self-excited forces can be expressed 

nonlinear functions of the displacement and velocity of torsional angle response, even 

those of the vertical displacement response, which can cause the change of effective attack 

angle of and thus the aerodynamic shape along the transient resultant wind. However, by 

noticing that the flutter mode of the nonlinear coupled flutter of flat closed box decks 

evolves from the initial torsional mode of the structure without wind action, it can be inferred 

that the nonlinearity of the self-excited forces of coupled flutter should be mainly resulted by 

the displacement and velocity of torsional angle. Further based on the observed spectral 

characteristics of the measured excited forces, the following nonlinear mathematical model 

of the self-excited lift force (Lse) and torsional moment (Mse) were presented via trial-and 

error.   

  2 * * 2 * * 2 * 4 2 *

1 2 3 3,30 3,50 4se

h B h
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where, U is the wind speed;  is the air density; B is the deck width; h, and h  are the 

vertical and torsional displacements and velocity of nonlinear flutter, respectively; *

iH and *

iA

are the linear aeroelastice parameters while 
*

3, jkH and 
*

2, jkA  are the nonlinear aeroelastic 

parameters of the self-excited forces to be identified via wind tunnel test, the subscripts j 

and k represent the order numbers of the torsional angle () and angle velocity ( ) in the 

corresponding nonlinear terms.  

4  2D Approximate linear complex modal decomposition approach for nonlinear 

coupled flutter analysis of 2DOF oscillation system 

Comparing the calculated responses of nonlinear flutter with the measured results is 

necessary for developing the nonlinear mathematical models of self-excited forces via 

trial-and-error and also for verifying the final proposed nonlinear mathematical model. 

594



Second International Symposium on Flutter and its Application, 2020 

 

Therefore, a 2D analysis approach for calculating the displacement responses of nonlinear 

coupled flutter of the sectional model system was firstly developed based on an 

approximate linear complex modal decomposition. 

The motion equations of nonlinear coupled flutter of the 2-DOF sectional model system can 

be written as follows: 

        0 , , ,seJ J c k M h h              (2a) 

        0 , , ,h h h h sem m h c h k h L h h        (2b) 

where, J and J0 is the structural and non-wind-induced added inertial moments of mass 

while m and m0 is the structural and non-wind-induced added mass of sectional model per 

unit length; ( )c  , ( )k   and ( )h hc  , ( )h hk   are, respectively, the equivalent linearized 

transient amplitude-dependent structural damping coefficients and stiffness coefficients of 

torsional and vertical vibrations of the sectional model system; 
 and h are the transient 

vibration amplitudes of nonlinear flutter of the sectional model system, respectively.  

Under an arbitrary initial excitation, the transient responses of the 2-DOF sectional model 

oscillation system during the initial phase will contain two frequency components, 

respectively corresponding to two natural modes. Before the occurrence of nonlinear flutter, 

both of the two vibration components will decay because the system damping ratios of two 

the vibration modes are positive. When the wind speed exceeds the onset wind speed of 

nonlinear flutter, the system damping ratio of the flutter mode corresponding to the torsional 

mode at zero wind speed will become negative during the early stage of nonlinear flutter 

while that of the non-flutter mode corresponding to the vertical mode at zero wind speed will 

commonly keep positive and get larger and larger with the increase of wind speed. Thus, 

the transient response of the non-flutter mode will decay soon with time, and the response 

of the flutter mode will grow firstly, and the increasing rate of the vibration amplitude will get 

down gradually to zero due to the nonlinear effect of aeroelasticity, and final the flutter 

vibration become a stable LCO at a single frequency. This has been demonstrated in many 

sectional model tests of nonlinear flutter.  

However, if one calculates the system responses by solving the Eq.1 directly in time domain 

by using a hybrid time-frequency domain model of self-excited forces, where all the linear or 

nonlinear aeroelastic parameters of the force models are expressed as functions of 

reduced frequency, the calculated responses of the non-flutter mode may not decay, which 

does not comply with the test results. This is because only one reduced frequency can be 

input for determining the self-excited forces, but the transient responses contain two 

frequency components. Therefore, the self-excited forces generated by the transient 

responses of the non-flutter mode will be wrongly calculated, leading to the fake modal 

responses disturbing the normal flutter responses. 

To solve this problem, a 2D approximate linear complex decomposition (ALCMD) approach 

is thus proposed for the nonlinear coupled flutter analysis of 2DOF oscillation system. The 

foundation of this approach is that the nonlinear aerodynamic stiffness is quite small 

compared with structural stiffness and it effect on system stiffness can be ignored. The 

procedure of this 2D ALCMD approach is as follows: 

(1) Complex modal analysis based on the following linear equations simplified from Eq.1  

       0t t t  e e
y C y K y  (3) 
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e e
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Eq.3 can then be transformed to the following state equation: 

    t tx Ax ，       ,
T

t t t
 

        
e e

0 I
x y y A

K C
 (5) 

The linear system expressed by Eq.5 has two pairs of conjugated complex eigen values 

and eigen vectors as followos: 

  * * * *

1 1 2 2 1 1 2 2, , , ;    , , , ;    
T

r hr r r hr r r          ψ ψ ψ ψ ψ  (6) 

(2) Approximate decomposition of the nonlinear equation of Eq.2 

Eq.2 of the nonlinear system can be written as the following state equation： 

     ,se nont t x Ax F  (7) 

 
   
   

, , ,

, ,

0   0   , , ,   , , ,

0   0                 

T

se non se non se non

T

se non se non

L h h M h h

L M

    
 

   

F

x x
 (8) 

where,  , , , ,se nonL h h   and  , , , ,se nonM h h   are the nonlinear parts of the self-excited lift 

force (
seL ) and torsional moment ( seM ) 

By operating the following regular transformation on the state variable x, 

 
* *

1 1 2 2,     x Pz P ψ ψ ψ ψ  (9) 

where, z is the generalized coordinates of complex modes, and it nonlinear state equation 

can be expressed as follows: 

   1 1 1

, ,se non se nont      z P APz P F Λz P F  (10) 

 
* *

1 1 2 2      Λ  (11) 

Strictly speaking, the vertical and torsional DOFs in Eq.10 are not decomposed completely 

because there are coupled terms existing in the nonlinear part of the self-excited forces 

( ,se nonF ). However, as mentioned above, the responses of the non-flutter mode will decay 

rapidly with time, therefore, the coupling effect of non-flutter mode responses in ,se nonF  

should be very weak and can be ignored. Thus, the coupled nonlinear equation shown as 

Eq.2 can be approximately decomposed, and the responses of flutter mode can be express 

with the following two equation conjugated with each other:  

      1

3 2 3 ,3,: se nonz t z t   P F  (12a) 

      * 1

4 2 3 ,4,: se nonz t z t   P F   (12b) 

Solving anyone of the above two conjugated equations in time domain with Runge-Kutta 

method or Newmark- method step by step yields the vertical and torsional responses of 

nonlinear coupled flutter.   

      *

2 3 2 4 2 32Rez t z t z t     x ψ ψ ψ  (13) 
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5  Parameter identification of nonlinear self-excited force models of coupled flutter 

The identification of the parameters of the proposed nonlinear self-excited lift force and 

torsional moment for analyzing the couple flutter as shown in Eq.1 can carried out by 

following steps. 

(1) Identifying the equivalent Scanlan linear flutter derivatives by using the modified least 

square (MLS) method proposed by Ding et al. (2012)  

By using the recorded free vibration response signals of sectional model system, the 

complex modal parameters of the sectional model system under different wind speeds are 

to be identified at first, where, the interval of wind speed should be sufficient small. Then, 

for every specified reduced frequencies or reduced wind speeds, the corresponding 

complex modal parameters of the sectional model system can be obtained by interpolation 

according the tested values at two adjacent testing wind speeds. Afterwards, the Scanlan 

linear flutter derivatives *

iH  and *

iA can be identified for all specified reduced frequencies 

or reduced wind speeds.  

For the reduced wind speeds within occurrence region of nonlinear flutter, the complex 

modal parameters as well as the equivalent linear flutter derivatives in small amplitude case 

during the early stage and in the large amplitude case during the stable stage of nonlinear 

flutter vibration need to identify. The equivalent linear flutter derivatives at small amplitude 

and large stable amplitude are denoted as *

,i sH ,
*

,i sA and 
*

,i LH 、
*

,i LA , respectively. 

(2) Establishing the following relationships among the nonlinear aeroelastic parameters in 

the proposed nonlinear mathematical models of self-excited forces (
*

3, jkH and 
*

2, jkA ), the 

equivalent linear flutter derivatives ( *

,i sH ,
*

,i sA and 
*

,i LH 、
*

,i LA ,) and the transient amplitude of 

torsional displacement response ( a ) based on the equivalent linearization approach: 

 
* * 2 * 4 *

3, 3, 3,30 3,50

3 5

4 8
L sH H a H a H     (14a) 

 
* * 2 2 * 4 4 *

2, 2, 2,03 2,05

3 5

4 8
L sA A K a A K a A      (14b) 

(3) Establishing the relationships among the nonlinear aeroelastic parameters and the 

nonlinear damping parameters by using the vibration signals during the growing stage of 

nonlinear flutter. 

As derived in Section 4, the generalized coordinate of the torsional flutter mode can be 

written as:   

 
1

,t t t se non t
z z  P F   (15) 

By separating the real part and imaginary part of the above generalized coordinate, one can 

obtains the following equation about the generalized coordinate:   

      
0 0

2 4

0 0 0 1 2ln ln d d
t t

t t
a t a t t t C a C a         (16) 

where, 0 is the logarithmical decrement of linear damping of the torsional flutter mode; 1C

and 2C  are two coefficients of nonlinear damping and can be identified according to Eq.16 

by using the measured signals of torsional flutter responses. Then, the relationships among 

the nonlinear aeroelastic parameters and the nonlinear damping parameters can be 

founded as follows: 
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2

1, 2,* *1
3,30 2.032 23

r i

m

q q BKC
H A

U BK m J
    (17a) 

 
1, 2,* *2

3,50 2,052 510

r i

m

q q BKC
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U BK m J
    (17b) 

where, 
1,rq  and 

2,iq  are two constants with respect to the parameters of linear complex 

mode and mass. The nonlinear aeroelastic parameters (
*

3, jkH  and 
*

2, jkA ) can then be 

determined by solving the equation of Eq.14 and Eq.17. 

Fig.2 exhibits the identified linear and nonlinear aeroelastic parameters of the nonlinear 

mathematical model of coupled self-excited lift force and torsional moment (see Eq.1) of the 

fully-closed box deck as shown in Fig.1b. The corresponding wind attack angle is 5. 
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(b) Nonlinear aeroelastic parameters 

 

Figure 2: Identified results of aeroelasitc parameters of nonlinear self-excited force models 

of the fully-closed box deck (5wind attack angle) 
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6  Verification of the nonlinear self-excited force model and parameter identification 

approach 

In this section, the proposed nonlinear mathematical model of the coupled self-excited 

forces as well as the proposed identification approach of aeroelastic parameters of 

nonlinear self-excited force model are verified via comparing the responses of nonlinear 

flutter of the sectional model system of the flat closed-box deck calculated by using the 

proposed 2D ALCMD approach with the test results. Fig.3 shows the comparisons between 

the calculated time histories of both the vertical and torsional responses with the 

corresponding tested results for the wind attack angle of 5 and the reduced wind speed of 

U*=5.808m/s. Fig.4 exhibits the comparisons between the calculated stable amplitudes of 

both the vertical and torsional responses at different reduced wind speeds with the 

corresponding tested results.  
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Figure 3: Comparisons between the calculated time histories of nonlinear flutter responses 

of the sectional model system (5wind attack angle, U*=5.808m/s) 
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Figure 4: Comparisons between the calculated stable amplitudes of nonlinear flutter 

responses of the sectional model system (5wind attack angle) 

 

It can be found from these figures that the two sets of responses agree well to each other, 

except that there are some phase differences of long term responses because the 

nonlinear aerodynamic stiffness related to  for self-excited torsional moment and related to 

h for self-excited lift are excluded from the proposed nonlinear mathematical models. This 

proves that the proposed mathematical model of the coupled nonlinear self-excited force 
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model are suitable to flat fully-closed box deck, and the proposed parameter identification 

approach for the nonlinear mathematic model as well as the 2D ALCMD approach for 

analyzing the nonlinear flutter responses of 2 DOF system are feasible and reliable. 

7  Conclusions  

Nonlinear mathematical models of self-excited lift force and torsional moment forces and 

corresponding model parameter identification method were presented for predicting 

responses of nonlinear coupled flutter analysis. A 2D approximate linear complex mode 

decomposition approach was also proposed for calculating nonlinear coupled flutter 

responses of 2D sectional model system. The proposed mathematical models of couple 

self-excited forces and the parameter identification method as well as the ALCMD analysis 

method were finally verified to be feasible and reliable. 
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