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Abstract—As future wireless communication systems aim
to achieve increased data rates, system capacity, and reduced
latency and power consumption, they have shifted towards
higher frequency bands such as Millimeter Wave (mmWave) and
Terahertz spectrums. However, these spectrums pose challenges
in terms of the quality of the communication link, including
large path-loss and limited coverage, as well as difficulties in
system and antenna design. Reconfigurable Intelligent Surfaces
(RISs) have recently been proposed as a promising low-cost and
low-power consumption solution to enhance the performance
of wireless communication systems. However, beamforming with
RISs can be difficult, especially in the presence of beam widening
requirements, which aim to produce wide beams for cell or sector-
wide broadcasting, among other applications. In this paper, a
new approach for beam widening in RIS-assisted communications
using genetic algorithms is proposed. The focus is on using phase-
only tapering to achieve wide beams while minimizing sidelobes
(SSL) and beam ripple. To address this problem, two cost
functions are developed and optimized using genetic algorithms.
The optimization results in a codebook of 1-bit phase patterns
with varying beamwidths, making it possible to widen the beams
without requiring extra controllers or specific element designs.
The proposed approach is evaluated through simulation results,
which demonstrate its effectiveness in achieving wide beams while
maintaining a low level of sidelobes and beam ripple.

I. INTRODUCTION

Seeking increased data rates and system capacity, and also
decreased latency and power consumption, future wireless
communication systems have shifted towards higher frequency
bands like Millimeter Wave and Terahertz spectrums. These
spectrums, while providing the much-needed large available
bands, have their drawbacks on the quality of the commu-
nication link, like large path-loss and limited coverage, in
addition to challenges in system and antenna design. Multiple
solutions, like Ultra-Massive multiple-input multiple-output
(MIMO) and reflectarrays/transmitarrays, have being investi-
gated as solutions to the path-loss problems in high-frequency
bands [1]. Transmitarrays and reflectarrays are a subset of
the much promising technology of reconfigurable intelligent
surface (RIS)s that has less cost and power consumption in
comparison with fully digital massive MIMO solutions. Instead
of modifying the channel, transmitarrays and reflectarrays act
as antennas with many reconfigurable elements. Antennas with
a large number of elements allows focusing the radiated energy
in a specific direction of space, producing very narrow, highly
directive beams that can counter the propagation path loss.
However, as shown in [2], narrow beams tend to be more
susceptible to blockage. They may also increase overhead by
virtue of longer sweeping times, and are more susceptible to

pointing errors due to user mobility [3].

To overcome these limitations, research is being conducted
on beam widening techniques for large-array antennas like
massive MIMO. The goal is to obtain a wide beam that can
be used for cell or sector-wide broadcasting, among other
applications. A discussion over where a wide beam could
be formed using massively large antenna arrays took place
in RAN1#87, and in [3] some examples have been given on
wide beamforming using massive arrays. By increasing the
number of antenna elements, the antenna arrays’ beams get
narrower [4], increasing their directivity. This has prompted
the development of different techniques for beam-widening
like in [5], [6] and [7] which allowed for variation in the
element amplitudes, and in [8] and [4] where only the element
phases were optimized while their amplitudes stayed constant.
However, since beam widening results in reduced antenna gain,
it should be only used when it leads to improved performance.

Generally, there have been two approaches to beam widen-
ing, either by amplitude tapering or by phase tapering. Taper-
ing is generally defined as the manipulation of the amplitude
contribution of an individual element to the overall antenna
response [9]. Amplitude tapering, in its extreme, will lead to
only one transmitting element being active, and while this
produces the widest beam, it is not at all efficient in terms
of output power [3] due to the poor utilization of power
amplifiers in active antennas and in the context of passive
antenna arrays, like transmitarrays, losing energy otherwise
propagated through the elements. Phase tapering, on the other
hand, aims to widen the transmitted beam by only changing
the phases at the transmitting elements. The downside of phase
tapering is that it will introduce some level of spatial beam
ripple. While a combination of both amplitude and phase
tapering methods can be used to ensure an acceptable level
of resource utilization, phase-only tapering techniques seem
to be more attractive.

In this paper, we develop an optimization method, based
on the genetic algorithm (GA), allowing the generation of a
codebook with wide beams by phase-only tapering of a 1-
bit coded transmitarray antenna, while ensuring the minimum
level of sidelobes and beam ripple. The rest of this paper
is structured as follows. In section II, we will present the
system model, as well as some fundamental concepts. Then,
we will propose, in section III, two optimization algorithms
allowing to have an advanced control of the widths of the
beams. Section IV will give some simulation results comparing
the two proposed optimization approaches before a general
conclusion.



II. SYSTEM MODEL

Fig. 1, presents a general RIS-assisted single-input single
output (SISO) wireless communication system in a transmit-
array (TA) scenario. In this figure a meta-surface, with M×N
unit-cells (UCs), is positioned in the plane [O, x, y]. These UCs
are spaced by a distance dx, along the [O, x) axis and dy , along
the [O, y) axis. We note D = max(M × dx, N × dy). In this
study, we consider a square-shaped RIS with size M = N =
20 operating in 26 GHz frequency band. For inter-UC spacing,
we consider dx = dy = λ/2, where λ is the wavelength. The
transmitting horn antenna is located on the negative Z axis,
at a focal distance F . This distance is a function of D and of
the radiation patterns of the horn antennas used [10]. When
using one horn antenna, the optimal value of F/D is equal
to 0.47 for a square array of 20 × 20 UCs. In Fig. 1, we
can distinguish the definitions of the different angles for the
transmitting/receiving antennas and also for the unit cells of
the RIS : In this figure, θtxmn and θrxmn represent the angle
from the normal of the unit cell (m,n) to the transmitting and
receiving antennas, respectively.

Fig. 1: An illustration of the transmitarray’s system model.

We assume a cosine q model for the Tx and the UCs. The
Tx radiation pattern can be expressed as

F tx(θtxmn) = cos4(θtxmn), (1)

where θtxmn is the angle between the Tx and the normal of the
(m,n)th UC. Moreover, the UCs consist of a phase shifting
section connected to Rx and Tx radiating elements. Each
element is modeled as a uniform aperture whose radiation
pattern, in transmission and reception, is given by

F x(θxmn) =
4πAphy

λ2
cos(θxmn), (2)

with x ∈ {t, r} for transmission/reception, and where Aphy is
the physical area of the unit cell, and θxmn is the angle between
the normal to the UC and the Tx or the Rx. Table I summarizes

the general parameters to be used in our system model.

Frequency fc = 26 GHz
Wavelength λ = c/fc

Number of UCs N ×M = 20× 20
UCs spacing dy = dx = λ/2

Optimum F/D ratio 0.47

TABLE I: System model general parameters

The boundary between the far field and the near field of
the antenna array is defined as L = 2D2/λ. When the distance
between the transmitter/receiver and the center of the RIS is
less than L, the transmitter/receiver are considered to be in the
near field of the RIS. Otherwise, they are in the far field of the
RIS. It is worth noting that when the transmitter is replaced
by a receiver, the above definition remains the same due to the
reciprocity of the antenna array.

Considering the RIS configurations depicted in Fig. 1,
the analytical expression for the far field radiated at a given
direction (θr, φr) is given as [11]

E(θr, φr) =

M∑
m=1

N∑
n=1

F tx(θtxmn)

× F t(θtmn)

∥r⃗mn − r⃗f∥
e−jk(∥r⃗mn−r⃗f∥−r⃗mn.û)

× F r(θrmn)e
jΦmn (3)

where û is the observation direction, r⃗f is the vector between
the Tx and the center of the RIS, r⃗mn is the vector between
center of the RIS and the UC (m,n), ejΦmn is the phase
control to be applied to the (m,n)th UC, k is the wavenumber
and the operator ∥·∥ is the norm of a vector.

To speed up the computation of the radiation pattern, we
replace the double summation in (3) with an inverse fast
Fourier transform (IFFT). Assuming the radiation pattern for
a unit cell on the transmitting side in the far-field given by
equation (2), the spectral function on a discrete set of angular
coordinates [12] is given by

E(u, v) = (1− u2 − v2)1/2M.N

× IFFT
[
F tx(θtxmn)F

t(θtmn)

∥r⃗mn − r⃗f∥

× ejΦmn−jk∥r⃗mn−r⃗f∥
]
, (4)

where
u = sin(θr) cos(ϕr) =

2π

NFFT
x dxk

p, (5)

and
v = sin(θr) sin(ϕr) =

2π

NFFT
y dyk

q, (6)

are the angular coordinates of the radiation pattern, with
NFFT

x and NFFT
y being the output shape of the FFT in the

x and y directions respectively1, and p = 0, 1, 2, ..., NFFT
x

1If NFFT
x and NFFT

y are bigger than N and M , the input to the FFT is
zero-padded to reach the specified axis lengths.



and q = 0, 1, 2, ...NFFT
y . Assuming an infinite array approach

[13], we can express the phase matrix required to set the main
beam in the (θr, φr) direction by

Φmn = −k(m.dx sin θr cosφr + n.dy sin θr cosφr) (7)

Once the radiation pattern is calculated, the RIS’s directiv-
ity can be obtained using

D =
4π |E(θr, φr)|2∫ 2π

0

∫ π

0
|E(θ, φ)|2 sin θ dθ dφ

, (8)

where θr and φr are the angular directions of the main beam.
Since the radiation pattern can be expressed in the angular
coordinates (u, v) (given by (4)) instead of the spherical
coordinates (θ, ϕ), we can express the directivity in the former
coordinate system as [14]

D =
4π |E(ur, vr)|2∫∫

u2+v2≤1

|E(u, v)|2 dΩ
(9)

where dΩ is the beam solid angle in the angular coordinates.
It is expressed as

dΩ =
du dv√

1− (u2 + v2)
, (10)

which is computed numerically.

III. OPTIMIZATION PROBLEM FORMULATION

In this section, we will introduce two GA-based algorithms
for optimizing the phase grid to get a radiation pattern with
specific constraint on the Side-Lobe Level (SLL) and the Half-
Power Beam-Width (HPBW) of the designed beams. The SLL
is defined as the maximum value of the normalized radiation
pattern outside the main beam, and the HPBW is the width, in
degrees, of the main lobe at max(E(u, v)) − 3 dB. The first
approach is a straightforward one that is used as a baseline for
comparison with the second approach.

The objective function optimized by the GA algorithm can
be the antenna gain in a given direction or the difference
between the obtained and desired radiated field. The initial
population is composed of a set of W = M × N random
binary matrices (chromosomes). At each iteration we apply
selective reproduction, crossover, mutation as following [15]:

Selection: The Wb chromosomes that have the lowest fitness
are discarded. The remaining W − Wb chromosomes are
applied to the crossover and mutation processes and are then
selected for the new population. The best Wb chromosomes
are directly added to the new population without applying any
processing.
Crossover: The probability of crossover is set to Pc and
Wc = (W − Wb) × Pc chromosomes are applied to the
crossover and then passed to the new population. The remain-
ing (W −Wb) × (1 − Pc) chromosomes are directly passed
to the new population. We have implemented the two-points
crossover method, where two crossover points are chosen
randomly from the parent chromosomes. The bits between the
two points are then swapped between the parent chromosomes.
Mutation: The probability of mutation is set to Pm and after
the crossover process Wm = (W −Wb) × Pm chromosomes

are applied to the mutation and added to the new population.
The remaining (W−Wb)×(1−Pm) chromosomes are directly
added to the new population without any mutation.

A. First optimization approach

The cost function to be minimized by the GA algorithm can
be written as a sum of two sub-functions ψ1 and ψ2. The first
sub-function ψ1 aims to maximize the field in the beamforming
directions while controlling the HPBW, while ψ2 controls the
SLL. The global cost function related to this first optimization
approach is given by

Ψ(1) = ψ1 + ψ2, (11)

with
ψ1 =

∑
(θi,φj)∈SP

(E(θi, φj)− V )
2
, (12)

and

ψ2 = max
(θn,φr)∈SC

(
(E(θn, φr)− (V − β))

2
)
, (13)

where the sets SP and SC contain the coordinates of the
pointing directions and the directions where we want to control
the SLL, respectively. V is the maximum field obtained after
phase compensation over the two states of the one bit-coded
phase on each UC, and β is the target radiation pattern value
outside the main beam. We set the population size to W = 36,
the number of generations is set to G = 1000, and Wb = 6
elements will be discarded in each generation. The crossover
probability is set to Pc = 0.8 and the mutation probability has
multiple values: Pm = 0.1, 0.2, 0.4, and 0.5.

B. Second optimization approach

In this approach, we aim to improve upon the first, by
better defining the areas of interest for the optimization, and
by balancing the weights of the SLL and the HPBW regions.
We also change the parameters of the GA to adapt to the new
approach. The objective function to be minimized is chosen
as the difference between the normalized radiation pattern of
the antenna surface and the pre-defined performance metrics.
However, since we are mainly concerned with the SLL, and
the HPBW, we limit the contribution to the objective function
to only the relevant areas of the radiation pattern specified
by an upper mask MU and a lower mask ML. This objective
function is defined as

Ψ(2) =
∑

(u,v)∈SL

(
Ê(u, v)−ML(u, v)

|SL|

)2

+
∑

(u,v)∈SU

(
Ê(u, v)−MU (u, v)

|SU |

)2

, (14)

where
SL =

{
(u, v) | Ê(u, v) < ML(u, v)

}
, (15)

SU =
{
(u, v) | Ê(u, v) > MU (u, v)

}
, (16)

and | · | denotes the cardinality of a set. In this approach,
the sidelobes contribute to Ψ(2) only when it is higher than
MU . This makes it so that the algorithm does not aim to



Fig. 2: An example of the lower mask, upper masks, and the
resulting radiation pattern along θ generated by the GA.

approach the sidelobes to the target value, but only to decrease
it. The same logic also applies to the main beam. ML and MU

are defined as circular in the (u, v) plane, and are defined as
follows

ML(u, v) =

{
min(Ê(u, v)) for EL(u, v; Θt) > 1

−3 for EL(u, v; Θt) ≤ 1
, (17)

and

MU (u, v) =

{
τ for EU (u, v; Ωt) > 1

0 for EU (u, v; Ωt) ≤ 1
, (18)

where

E(u, v;α) = (u− u0)
2 + (v − v0)

2 − sin2 α, (19)

Θt and Ωt are the target HPBW and first-null beamwidth
(FNBW) of the beam, respectively, and τ is the target SLL. u0
and v0 are the coordinates of the beam’s direction in the (u, v)
plane, respectively. Ê(u, v) is the normalized radiation pattern
of the surface after each generation, based on the surface’s
phase matrix, Φmn ∈ {0, π}, generated by the optimization
algorithm. An example of the lower and upper masks is
presented in Fig. 2. We use Gaussian mutation with Pm = 0.1,
binomial crossover with 0.5 bias, 2 offsprings, and Pc = 0.9,
binary tournament selection, and Latin hypercube sampling.

IV. SIMULATION RESULTS

In this section, we present the simulation results of the
analytical approach to beamforming, in addition to the op-
timization approaches presented in the previous section. For
each resulting phase matrix and radiation pattern, we determine
the SLLs and the HPBWs in the 3D plane instead of in a
2D slice like most studies, which is not at all sufficient in
evaluating the quality of the optimization. We use the same
parameters as described previously. We also choose the value
of τ = −30 in (18), and while we never really achieve this
level of SLL, it is what gives us the best results in most
cases. Moreover, in the second approach, we use the Unified

θr Θ(°) : (θ, φ) SLL(dB) D(dbi)
0° (7.0,7.0) -16.96 26.13
20° (7.3, 6.9) -14.07 25.35
40° (8.9, 7.3) -15.58 25.05
60° (12.1, 6.7) -8.35 21.25

TABLE II: Beamwidths, SLL, and directivity for analytically
computed phases.

Non-dominated Sorting Genetic Algorithm III (U-NSGA-III)
algorithm [16] implemented in the open source framework for
multi-objective optimization in Python, pymoo [17].

In table II we present the radiation pattern characteristics
of the analytical phase calculation, and in tables III and IV, the
performance of the two optimization approaches, is compared
in terms of their resulting HPBWs, SLLs, and directivities D,
for different steering angles θr from the normal. We notice
that the GA can produce radiation patterns with lower levels
of SLL, and higher directivity, than the analytical method,
especially at larger steering angles. Moreover, we can see the
expected drop in directivity, and the increase in SLL with the
increase of the steering angle θr and the target HPBW, Θt. The
results show good performance of the approaches, especially
the second, even with 1-bit quantization of the phases. It also
shows the increase in the θ dimension of the main beam for
the second approach for larger steering angles, similar to the
analytical method, due to the circular masks in the (u, v) plane.

Fig. 3 shows the phase matrices resulting from the first and
second approaches, for a beam with target HPBW, Θt = 20°
in the broadside direction and at θr = 40°. We can see that,
while the second approach produces a fairly regular phase grid
in the broadside direction, the same cannot be said for the
steered scenario. This irregularity is a result of the attempt
to reduce the level of peaks in the off-main-beam direction.
Since the first approach has less SLL and HPBW control, the
resulting grid is more regular.

In Fig. 4, the far-field radiation patterns of the phase
matrices are shown. The second approach has a more uniform
radiation pattern than the first approach for both the broadside
and the steered scenarios, which does not respect the target
HPBW to reduce the SLL. This is due to the better control of
the SLL and the HPBW provided by the second approach’s
cost function. Moreover, the second approach prioritizes hav-
ing low SLL to having more nulls outside the main beam.

V. CONCLUSION

In this paper, we have proposed two optimization ap-
proaches, based on genetic algorithms, which allow generating
wide beams while controlling the SLL. With the first optimiza-
tion approach, the cost function maximizes the radiated field
in the steering direction while keeping the 3D SLL close to
a target value. With the second approach, two masks: upper
and lower are introduced in a new cost function to minimize
the SLL while respecting a specific HPBW. The simulation
results show the supremacy of the second approach to achieve
consistently wide beams with well-controlled SLLs, even out-
of the broadside.



(a) (b) (c) (d)

Fig. 3: Phase grids for the broadside beam obtained from (a) the first and the (b) second optimization approaches, and for the
beam with θr = 40° from (c) the first and (d) the second approaches.

(a) (b)

(c) (d)

Fig. 4: Normalized radiation patterns for the broadside beam obtained from (a) the first and (b) the second optimization approaches,
and for the beam with θr = 40° from (c) the first and (d) the second approaches.
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θr
Θt = 6° Θt = 10° Θt = 20°

Θ(°): (θ, φ) SLL (dB) D (dBi) Θ(°): (θ, φ) SLL (dB) D (dBi) Θ(°): (θ, φ) SLL (dB) D (dBi)
0° (7.8, 14.2) -7.67 20.64 (7.7, 14.9) -12.08 22.49 (9.0, 28.1) -7.43 18.91
20° (9.0, 11.4) -8.80 21.59 (9.8, 12.8) -7.99 20.34 (10.1, 20.1) -9.66 20.27
40° (9.4, 9.9) -7.79 20.67 (10.9, 12.5) -5.46 19.35 (13.8, 16.0) -6.89 18.69
60° (8.7, 10.8) -7.13 19.45 (9.0, 11.6) -6.87 19.27 (9.5, 17.8) -5.07 18.01

TABLE III: Table showing the beamwidths and SLLs resulting from the first optimization approach (III-A) for different steering
angles.

θr
Θt = 6° Θt = 10° Θt = 20°

Θ(°): (θ, φ) SLL (dB) D (dBi) Θ(°): (θ, φ) SLL (dB) D (dBi) Θ(°): (θ, φ) SLL (dB) D (dBi)
0° (6.9, 7.0) -17.91 26.33 (9.3,9.4) -16.99 24.11 (18.3, 20.8) -7.25 16.94
20° (7.1, 7.1) -16.80 26.04 (10.8, 11.5) -13.31 22.04 (21.3, 23.0) -7.17 17.14
40° (8.6, 6.9) -16.12 25.18 (10.1,8.9) -15.88 23.11 (20.8, 21.0) -6.05 16.21
60° (11.7, 7.2) -12.14 23.13 (17.6, 11.1) -9.89 19.35 - - -

TABLE IV: Table showing the beamwidths and SLLs resulting from the second optimization approach (III-B) for different
steering angles.
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